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PREFACE

This book has been designed as a complete self-contained text for
{earning programming, using the Z80. It can be used by a person who
has never programmed before, and should also be of value to anyone
using the Z80.

For the person who has already programmed, this book will teach
specific programming techniques using (or working around) the speci-
fic characteristics of the Z80C. This text covers the elementary to inter-
mediate techniques required to start programming effectively.

This text aims at providing a true level of competence to the person
who wishes to program using this microprocessor. Naturally, no book
will effectively teach how to program, uniess one actually practices.
However, it is hoped that this book will take the reader to the point
where he feels that he can start programming by himself and can solve
simple or even moderately complex problems using a microcomputer.

This book is based on the author’s experience in teaching more than
1000 persons how to program microcomputers. As a result, it is strongly
structured. Chapters normally go from the simple to the complex. For
readers who have already learned elementary programming, the intro-
ductory chapter may be skipped. For others who have never program-
med, the final sections of some chapters may require a second reading.
The book has been designed to take the reader systematically through
all the basic concepts and techniques required to build increasingly
complex programs. It is, therefore, strongly suggested that the ordering -
of the chapters be followed. In addition, for effective resuits, it is
important that the reader attempt to solve as many exercises as possible.
The difficulty within the exercises has been carefully graduated. They
are designed to verify that the material which has been presented is
really understood. Without doing the programming exercises, it will
not be possibie to realize the full value of this book as an educational
medium. Several of the exercises may require time, such as the multi-
plication exercise. However, by doing them, you will actually program
and learn by doing. This is indispensable.

For those who have acquired a taste for programming when reaching
the end of this volume, a companion volume is planned: the Z80 Ap-
Dlications Book.

13



Other books in this series cover programming for other popuiar
MIiCTOProcessors.

For those who wish to develop their hardware knowledge, it is sug-
gested that the reference books From Chips to Systems: an Introduction
to Microprocessors (ref. C201A) and Microprocessor Interfacing
Technigues (ref. C207) be consuited.

The contents of this book have been checked carefuily and are
believed to be reliable. However, inevitably, some typographical or
other errors will be found. The author will be grateful for any comments
by alert readers so that future editions may benefit from their experience,
Any other suggestions for improvements, such as other programs
desired, developed, or found of value by readers, will be appreciated.
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1
BASIC CONCEPTS

INTRODUCTION

This chapter will introduce the basic concepts and definitions re-
fating to computer programming. The reader already familiar with
these concepts may want to glance quickly at the contents of this
chapter and then move on to Chapter 2. It is suggested, however,
that even the experienced reader ook at the contents of this intro-
ductory chapter. Many significant concepts are presented here in-
cluding, for example, two's complement, BCD, and other represen-
tations. Some of these concepts may be new to the reader; others
may improve the knowledge and skills of experienced programmers.

WHAT IS PROGRAMMING?

Given a problem, one must first devise a solution. This solution,
expressed as a step-by-step procedure, is called an algorithm. An
algorithm is a step-by-step specification of the solution to a given
problem. It must terminate in a finite number of steps. This
algorithm may be expressed in any language or symbolism. A sim-
ple example of an algorithm is:

1—insert key in the keyhole

2—turn key one full turn to the left
3—seize doorknob

4—turn doorknoh left and push the door

15



PROGRAMMING THE Z80

At this point, if the algorithm is correct for the type of lock in-
volved, the door will open, This four-step procedure qualifies as an
algorithm for door opening.

Once a solution to a problem has been expressed in the form of
an algorithm, the algorithm must be executed by the computer.
Unfortunately, it is now a well-established fact that computers
cannot understand or execute ordinary spoken English (or any
other human languagej. The reason lies in the syntactic ambiguity
of all common human languages. Only a well-defined subset of
natural language can be ‘‘understood” by the computer. This is
called a programming language.

Converting an algorithm into a sequence of instructions in a pro-
gramming language is called programming. To be more specific,
the actual translation phase of the algorithm into the program-
ming language is called coding. Programming really refers not just
to the coding but also to the overall design of the programs and
“data structures’” which will implement the algorithm,

Effective programming requires not only understanding the
possible implementation techniques for standard algorithms, but
also the skillful use of all the computer hardware resources, such as
internal registers, memory, and peripheral devices, plus a creative
use of appropriate data structures. These techniques will be
covered in the next chapters.

Programming also requires a strict documentation discipline, so
that the programs are understandable to others, as well as to the
author, Documentation must be both internal and external to the
program.,

internal program documentation refers to the comments placed
in the body of a program, which explain its operation.

External documentation refers to the design documents which
are separate from the program: written explanations, manuals,
and flowcharts.

FLOWCHARTING

One intermediate step is almost always used between the
algorithm and the program. 1t is called a flowchart. A flowchart is
simply a symbolic representation of the algorithm expressed as a
sequence of rectangles and diamonds containing the steps of the
algorithm. Rectangles are used for commands, or “‘executable
statements.” Diamonds are used for tests such as: If information

16



BASIC CONCEPTS

X is true, then take action A, else B. Instead of presenting a formal
definition of flowcharts at this point, we will introduce and discuss
flowcharts later on in the book when we present programs.
Flowcharting is a highly recommended intermediate step be-
tween the algorithm specification and the actual coding of the solu-
tion. Remarkably, it has been observed that perhaps 10% of the
programming population can write a program successfully with-
out having to flowchart. Unfortunately, it has also been observed
that 90% of the population believes it belongs to this 10%! The
result: 80% of these programs, on the average, will fail the first
time they are run on a computer. (These percentages are naturally
not meant to be accurate.) In short, most novice programmers sel-
dom see the necessity of drawing a flowchart. This usually results
in “‘unclean’ or erroneous programs. They must then spend a long
time testing and correcting their program (this is called the

STARY

READ TEMPERATURE SETTING T
ON THERMQOSTAT BOX

1 1

READ ACTUAL ROOM TEMPERATURE "R”
FROM THERMOMETER OR OTHER SENSOR

{(ROOM

TOO COLD) TOO HOTH)

a

HEATERQN {4 HEATER OFF

i

(OPTIONAL DELAY) (OPTIONAL DELAY)

Fig. 1.1: A Flowchart for Keeping Room Temperature Constant
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PROGRAMMING THE Z80

debugging phase). The discipline of flowcharting is therefore
highly recommended in all cases, It will require a small amount of
additional time prior to the coding, but will usually result in a clear
program which executes correctly and quickly. Once flowcharting
is well understood, a small percentage of programmers will be able
to perform this step mentally without having to do it on paper. Un-
fortunately, in such cases the programs that they write will usual-
ly be hard to understand for anybody else without the documenta-
tion provided by flowcharts. As a result, it is universally recom-
mended that flowcharting be used as a strict discipline for any
significant program. Many examples will be provided throughout
the book.

INFORMATION REPRESENTATION

All computers manipulate information in the form of numbers or
in the form of characters, Let us examine here the external and
internal representations of information in a computer.

INTERNAL REPRESENTATION OF INFORMATION

All information in a computer is stored as groups of bits. A bit
stands for a binary digit(**0°" or *°1’"). Because of the limitations
of conventional electronics, the only practical representation of infor-
mation uses two-state logic (the representation of the state *‘0”’ and
““1I'. The two states of the circuits used in digital electronics
are generally ““on’ or ‘‘off”, and these are represented logi-
cally by the symbols *“0" or *‘I”’. Because these circuits are
used to implement “logical” functions, they are called “binary
logic."" As a result, virtually all information-processing today is
performed in binary format. In the case of microprocessors in
general, and of the Z80 in particular, these bits are structured in
groups of eight. A group of eight bits 1s called a byte. A group of
four bits is called a nibble.

Let us now examine how information is represented internally in
this binary format. Two entities must be represented inside the
computer. The first one is the program, which is a sequence of
instructions. The second one is the data on which the program will
operate, which may include numbers or alphanumeric text. We will
discuss below three representations: program, numbers, and alpha-
numerics,

18



BASIC CONCEPTS

Program Representation

All instructions are represented internally as single or multiple
bytes. A so-called “‘short instruction” is represented by a single
byte. A longer instruction will be represented by two or more
bytes. Because the Z80 is an eight-bit microprocessor, it fetches
bytes successively from its memory. Therefore, a single-byte
instruction always has a potential for executing faster than a two-
or three-byte instruction, It will be seen later that this is an impor-
tant feature of the instruction set of any microprocessor and in
particular the Z80, where a special effort has been made to pro-
vide as many single-byte instructions as possible in order to im-
prove the efficiency of the program execution. However, the limita-
tion to 8 bits in length has resulted in important restrictions which
will be outlined. This is a classic example of the compromise be-
tween speed and flexibility in programming. The binary code used
to represent instructions is dictated by the manufacturer, The
Z80, like any other microprocessor, comes equipped with a fixed
instruction set. These instructions are defined by the manufac-
turer and are listed at the end of this book, with their code. Any
. program will be expressed as a sequence of these binary mstruc-
tions. The Z80 instructions are presented in Chapter 4.

Representing Numeric Data

Representing numbers is not quite straightforward, and several
cases must be distinguished. We must first represent integers, then
signed numbers, i.e., positive and negative numbers, and finally we
must be able to represent decimal numbers. Let us now address
these requirements and possible solutions.

Representing integers may be performed by using a direct
binary representation. The direct binary representation is simply
the representation of the decimal value of a number in the binary
system. In the binary system, the right-most bit represents 2 to
the power 0. The next one to the left represents 2 to the power 1,
the next represents 2 to the power 2, and the left-most bit
represents 2 to the power 7=128.

b;beb, bbb by

represents
b,27 4 be2® + by2% + b2¢ + b,2* + b.2* + b,2' + by2°
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The powers of 2 are:
2"=128,2°=64,2°=32,2°=16,2°=8,2=4,2'=2,2°= 1

The binary representation is analogous to the decimal representa-
tion of numbers, where 123" represents:

1 X 100 = 100
+2X 10= 20
+3X 1= 3§
= 123

Note that 100 = 10% 10 = 10%, 1 = 10%

In this “positional notation,” each digit represents a power of 10.
In the binary system, each binary digit or “'bit" represents a power
of 2, instead of a power of 10 in the decimal system.

Example: “‘00001001°" in binary represents:

1 X 1=1 {29
00X 2=0 {24
00X 4=0 (2
1X 8=8 (29
00X 16=0 {24
00X 32=0 (29
00X 64=0 {28
0X128=0 (29
in decimal; = 8

Let us examine some more examples:

**10000001" represents:

| O T T

el
b
WO SO OO O

OO OO
XX XXX XX
0RO D W g

ot
B O QO

in decimai: = 129

*“10000001°" represents, therefore, the decimal number 129,
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BASIC CONCEPTS

By examining the binary representation of numbers, you will
understand why bits are numbered from 0 to 7, going from right to
left. Bit 0 is “‘b,” and corresponds to 2°% Bit 1 is “'b,” and cor-
responds to 2', and so on.

Decimal | Binary Decimal | Binary
0| 00000000 32 | 00100000
1 00000001 33 § 001000061
2 00000010 .

3] 00000011 .

4 | 00000100 .

51 00000101 62 1 00111111
6| 00000110 64 1 01000000
71 00000111 65 | 01000001
B | 00001000 .

9 | 00001001 *

10 | 00001010 127 101111111
11§ 00061011 128 | 16000000
12 | 00001100 129 { 10000001
13 | 00001101

14 | 00001110 .

15 | 00001111 .

16 | 00010000

17 | 060010001 .

. 254 111111110
31 | 060011111 255 | 11111111

Fig. 1.2: Decimal-Binary Table

The binary equivalents of the numbers from 0 to 255 are shown
in Fig. 1-2.

Exercise 1.1: What is the decimal value of “11111100"'¢
s -

B i
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Decimal to Binary

Conversely, let us compute the bmary equivalent of “11"
decimal: 5
11 +2=5 remains 1 «~==] (L.SB)
5+2=2 remains } =1
2+2=1} remams 0 —=0
1+2=0 remains | —e] (MSB)

The binary equivalent is 1011 {read right-most column from bot-
tom to topl.

The binary equivalent of a decimal number may be obtained by
dividing successively by 2 until a quotient of 0 is obtained,

Exercise 1.2: What is the binary for 2572
+ Exercise 1.3: Convert 19 to binary, then back to decimal.
Operating on Binary Data

The arithmetic rules for binary numbers are straightforward.
The rules for addition are:

0+0= .0
0+1= 1
1+40=. 1
l+1=(1) O

where (1) denotes a “carry” of 1 (note that ‘*10"-is the binary
equivalent of “2” decimal). Binary subtraction will be performed
by “‘adding the complement” and will be explained once we learn
how to represent negative numbers.

Example:
(2} 10
+(1} +01
=(3) 11

Addition is performed just like in decimal, by adding columns,
from right to left:

Adding the right-most column:

10
+01

{0 + 1 = 1. No carry.j
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BASIC CONCEPTS

Adding the next column:

10
+01

11 {1 + ¢ =1. No carry.}

Exercise 1.4: Compute 5 -+ 10 in binary. Verify that the result is 16.

ol
Some additional exampies of binary addition: e ”: n
R
0010 {2 0011 (3)
-+0001 (1} 40001 (1}

=0011 (3} =0100 {4)

This last example illustrates the role of the carry.

Looking at the right-most bits: 1 + 1 = (1} 0
A carry of 1 is generated, which must be added to the next bits:

001 — column 0 has just been added
-+000 —
4+ 1 (carry)

= {1)0— where (1) indicates a new
carry into column 2,

The final result is: 0100

Another example:

0111 (7}
+0011 -+ (3}
1010 =(10}

In chis example, a carry is again generated, up to the left-most co-
lamn.

Exercise 1.5: Compute the result of:

1111
+0001

Er
=?:/E:F"J
{
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Does the result hold in four bits?

With eight bits, it is therefore possible to represent directly the
numbers 00000000 to 11111111, Le, "0’ to "255". Two
obstacies should be visible immediately. First, we are only
representing positive numbers. Second, the magnitude of these
numbers is limited to 255 if we use only eight bits. Let us address
each of these problems in turn.

Signed Binary

In a signed binary representation, the left-most bit is used to in-
dicate the sign of the number. Traditionally, ‘0" is used to denote
a positive number while “1"' is used to denote a regative number,
Now "11111111" will represent —127, while “01111111" will
represent +127. We can now represent positive and negative
numbers, but we have reduced the maximum magnitude of these
numbers to 127,

Example: 0000 0001” represents +1 ({the leading 0" is ““+",
followed by "'000 0001 = 1),

“1000 0001" is —1 {the leading *‘1" is ** "),

Exercise 1.6: What is the representation of **~5"" in signed binary?
ANeRdeE

Let us now address the magnitude problem: in order to represent
larger numbers, it will'be necessary to use a larger number of bits.
For example, if we use sixteen bits (two bytes) to represent
numbers, we will be able to represent numbers from —32K to
+32K in signed binary (1K in computer jargon represents 1,024,
Bit 15 is used for the sign, and the remaining 15 bits (bit 14 to bit
0) are used for the magnitude: 2'* = 32K. If this magnitude is still
too small, we will use 3 bytes or more. If we wish to represent large
integers, it will be necessary to use a larger number of bytes inter-
nally to represent them. This is why most simple BASICs, and
other languages, provide only a limited precision for integers. This
way, they can use a shorter internal format for the numbers which
they manipulate. Better versions of BASIC, or of these other
languages, provide a larger number of significant decimal digits at
the expense of a large number of bytes for each number.

Now let us solve another problem, the one of speed efficiency.
We are going to attempt performing an addition in the signed
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BASIC CONCEPTS

binary representation which we have introduced. Let us add *'—5"
and “+7".

+7 is represented by 00000111
—5 is represented by 10000101

The binary sum is: 10001100, or —12

This is not the correct result. The correct result should be +2. In
order to use this representation, special actions must be taken, de-
pending on the sign. This results in increased complexity and re-
duced performance. In other words, the binary addition of signed
numbers does not ‘work correctly.” This is annoying. Clearly, the
computer must not oniy represent information, but also perform
arithmetic on it.

The solution to this problem is called the two’s complement
representation, which will be used instead of the signed binary
representation, In order to introduce two's complement let us first
introduce an intermediate step: one's complement.

One's Complement

In the one’s complement representation, all positive integers are
represented in their correct binary format. For example “+3" is
represented as usual by 00000011. However, its complement **—3"'
is obtained by complementing every bit in the original representa-
tion. Bach 0 is transformed into a 1 and each 1 is transformed into
a 0. In our example, the one’s complement representation of *'—3"
will be 11111100.

Another example;

+2 is 00000010
—21is 11111101

Note that, in this representation, positive numbers start with a
“0" on the left, and negative ones with a “*1" on the left.

Exercise 1.7: The representation of “+6"" is “O0000110". What is
the representation of *‘~—6"" in one’s complement?

iy 0w 3
As a test, let us add minus 4 and plus 6:
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PROGRAMMING THE Z80

—4 15 11111011
+6 is 00000110

the sum is: {1} 00000001 where (1) indicates a
carry

The “‘correct result’’ should be “2", or “00000010".

Let us try again:

—3is 11111100
—21s 11111101

The sum is: {1} 11111001

or ‘-6, plus a carry. The correct result should be “—.” The
representation of ** - 5" is 11111010, It did not work,

This representation does represent positive and negative
numbers. However the result of an ordinary addition does not
always come out “correctly.” We will use still another representa-
tion. It is evolved from the one’s complement and is called the
two’s complement representation.

Two's Complement Representation

In the two's complement representation, positive numbers are
still represented, as usual, in signed binary, just like in one’s com-
plement. The difference lies in the representation of negative
numbers. A negative number represented in two's complement is
obtained by first computing the one's complement, and then ad-
ding one. Let us examine this in an example:

+3 is represented in signed binary by 00000011. Its one’s com-
plement representation is 11111100. The two’s complement is ob-
tained by adding one. It is 11111101,

Let us try an addition;

{3) 00000011
+{5] -+00000101

=(8) =00001000

The result is correct.
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BASIC CONCEPTS

Let us try a subtractiom:

{3} 00000011
{—5 +11111011
=11111110

Let us identify the result by computing the two’s complement:

the one’s complement of 11111110 is 00000001
Adding 1 + 1

therefore the two’s complement 1s 00000010 or +2
Qur result above, **11111110" represents **—2", It is correct.

We have now tried addition and subtraction, and the results were correct
(ignoring the carry). It seems that two's complement works!

Exercise 1.8:  What is the two's complement representation of

27 GHL
Exercise 1.9: What is the two’s complement representation of
—j28ve 1opa Gee

Let us now add -+4 and —3 (the subtraction is performed by add-
ing the two’s complement):

+4 is 00000100
—3is 11111101

The result is: {1} 00000001

If we ignore the carry, the result is 00000001, Le., 1" in decimal.
This is the correct result. Without giving the complete mathe-
matical proof, let us simply state that this representation does
work. In two’'s complement, it is possible to add or subtract signed
numbers regardless of the sign. Using the usual rules of binary addi-
tion, the result comes out correctly, including the sign. The carry
is ignored. This is a very significant advantage. 1f it were not the
case, one would have to correct the result for sign every time, caus-
ing a much slower addition or subtraction time.

For the sake of completeness, let us state that two's complement
is simply the most convenient representation to use for simpler
processors such as microprocessors. On complex processors, other
representations may be used. For example, one’s complement may
be used, but it requires special circuitry to ‘‘correct the result.”
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From this point on, all signed integers will implicitly be represented
mternally in two's complement notation. See Fig. 1.3 for a table of
two’s complement numbers.

Exercise 1.10: What are the smallest and the largest numbers
which ane may represent in two's camplement notation, using only
one byte? 28123

Exercise 1.11: Compute the two's complement of 20. Then com-
pute the two's complement of your result. Do you find 20 again?

The following examples will%%}}ve to demonstrate the rules of two's
complement. In particular, C denotes a possible carry {or borrow}
condition. (It is bit 8 of the result.)

V denotes a two’s complement overflow, i.e., when the sign of the
result is changed “accidentally” because the numbers are too
large. It is an essentially internal carry from bit 6 into bit 7 {the
sign bit). This will be clarified below.

Let us now demonstrate the role of the carry **C" and the overflow
4 LV ’ !5

The Carry C

Here is an example of a carry:

(128) 10000000
+(129) +10000001

{257) = {1} 00000001
where (1) indicates a carry.

The result requires a ninth bit {bit *‘8”, since the right-most bit is
"0} 1t is the carry bit.

If we assume that the carry is the ninth bit of the result, we
recognize the result as being 100000001 = 257.

However, the carry must be recognized and handled with care.
Inside the microprocessor, the registers used to hold information
are generally only eight-bit wide.When storing the result, only bits 0 to
7 will be preserved.

A carry, therefore, always requires special action: it must be
detected by special instructions, then processed. Processing the
cany means either storing it somewhere (with a special instruc-
tion}, or ignoring it, or deciding that it is an error (if the largest
authorized result is “11111111").

28



BASIC CONCEPTS

2's complement 2’s complement
+ code - code
+127 011111114 - 128 10000600
+126 Q1111110 - 127 10000001
+125 01111101 - 126 10000010
~ 125 1000001 1
+65 01000001 — 65 TUSENEE
+ 64 01000000 - G4 11000000
+63 ooL1111d —-63 11000001
+33 00100001 -33 PEO1111]
+32 00100000 - 32 11100000
+31 QOOELIILE —31 11100001
+17 00010001 17 11101111
+ 16 00010000 - 16 11110000
+15 00001111 - 15 11110001
+ 14 00001110 - 14 11110010
+ 13 00001101 -13 11110011
+12 00001100 —12 11110100
+ 11 00001011 - 11 11110101
+10 00001010 - 10 11110110
+9 (0001001 -9 11110111
+8 00001000 -8 11111000
+7 00000111 -1 11111001
+6 00000110 -6 F1111010
+5 00000101 -3 IARRRLIIE
+4 (0000100 -4 PHI11100
+3 00000011 -3 FEHI1TI0]
+2 00000010 -2 HRNRRRRLY
+1 00000001 -1 TEELLLD
+0 00000000

Fig. 1.3: 2’s Complement Table
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Cuverflow V
Here is an example of overflow:
bit 6
bit 7“**“""""%
01000000 (64)
+ 01000001 + (65}

= 10000001 ={-~127)

An internal carry has been generated from bit 6 into bit 7. This is
called an overflow.

The result is now negative, by accident.” This situation must
be detected, so that it can be corrected.

Let us examine anocther situation:

i1 (=1)
+11111111  +{=1}

=(1} 11111110 ={—-2}
\

carry

In this case, an internal carry has been generated from bit 6 into
bit 7, and also from bit 7 into bit 8 {the formal “Carry'’' C we have
examined in the preceding section). The rules of two's complement
arithmetic specify that this carry should be ignored. The result is
then correct,

This is because the carry from bit 6 into bit 7 did not change the
stgn bit.

This is not an overflow condition. When operating on negative
numbers, the overflow is not simply a carry from bit 6 into bit 7.
Let us examine one more example,

11600000 (—64)
+10111111 (—65)

={1) 01111111 {(+127)

Y
carry

This time, there has been no internal carry from bit 6 into bit 7, but
there has been an external carry. The result is incorrect, as bit 7
has been changed. An overflow condition should be indicated.

30



BASIC CONCEPTS

Overflow will occur in four situations:

1—adding large positive numbers

2--adding large negative numbers

3—subtracting a large positive number from a large negative
number

4--subtracting a large negative number from a large positive
number,

Let us now improve our definition of the overflow:

Technically, the overflow indicator, a special bit reserved for this
purpose, and’called a “*flag,”” will be set when there is a carry from
bit 6 into bit 7 and no external carry, or else when there is no carry
from bit 6 into bit 7 but there is an external carry. This indicates
that bit 7, ie., the sign of the result, has been accidentally
changed. For the technically-minded reader, the overflow flag is
set by Exclusive ORing the carry-in and carrv-out of bit 7 (the sign
bit}. Practically every microprocessor is supplied with a special
overflow flag to automatically detect this coundition, which re-
quires corrective action.

Overflow indicates that the result of an addition or a subtraction
requires more bits than are available in the standard eight-bit
register used to contain the result.

The Carry and the Overflow

The carry and the overflow bits are called "“flags.” They are pro-
vided in every microprocessor, and in the next chapter we will
learn to use them for effective programming. These two indicators
are located in a special register called the flags or “status”
register. This register also contains additional indicators whose
funetion will be clarified in Chapter 4.

Examples

Let us now illustrate the operation of the carry and the overflow
in actual examples. In each example, the symbol V denotes the
overflow, and C the carry.

If there has been no overflow, V = 0. If there has been an
overflow, V = 1 {same for the carry C). Remember that the rules of
two's complement specify that the carry be ignored. (The
mathematical proof is not supplied here.)
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Positive-Positive

00060110 {+6)
+ 00001000 (+8)

= 00001110 ({+14) V0 C:0
(CORRECT)
Positive-Positive with Overflow

011131111 (+127)
+ 00000001 {+1)

= 10000000 (-128) V:1 C:0
The above is invalid because an overflow has occurred.
{(ERROR}

Positive-Negative (result positivej

000600100 {+4)
4+ 11111110 {—2)

=(11000000610 {42} V:0 C:1 (disregard)
(CORRECT)
Positive-Negative {result negative;

00000010 (+2)
+ 11111100 (—4)

= 11111110 (-2} V0 C:0

(CORRECT)
Negative-Negative
11111110 (—2)
+ 11111100 {—4)
={1}11111010 {86} V:0 C:1 {disregard)
(CORRECT)

Negative-Negative with Overflow

10000001 (—127)
+ 110006010 (—62)

=({1)01000011 &N Vi1 C1
(ERROR}
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This time an “underflow’ has occurred, by adding two large
negative numbers. The result would be —189, which is too large to
reside in eight bits.

Exercise 1.12:  Complete the following additions. Indicate the

result, the carry C, the overflow V, and whether the result is correct
or not:

10111111 () 11111010 ()

+11000001  (___j +11111001 ()

= Vi C = Vi C

OCORRECT ] ERROR [JCORRECT [ ERROR
00010000 () 01111110 ()

+01000000  {___ +00101010 ()

= Vi C = Vi G

[J CORRECT O ERROR 0 CORRECT O ERROR

Exercise 1.13: Can you show an example of overflow when adding a
positive and a negative number? Why?

Fixed Format Representation

Now we know how to represent signed integers. However, we
have not yet resolved the probiem of magnitude. If we want to
represent larger integers, we will need several bytes. In order to
perform arithmetic operations efficiently, it is necessary to use a
fixed number of bytes rather than a variable one. Therefore, once
the number of bytes is chosen, the maximum magnitude of the
number which can be represented is fixed.

Exercise 1.14: What are the largest and the smallest numbers
which may be represented in two bytes using two's complement?

The Magnitude Problem

When adding numbers we have restricted ourselves to eight bits
because the processor we will use operates internally on eight bits
at a time. However, this restricts us to the numbers in the range
—128 to +127. Clearly, this is not sufficient for many applications.

Multiple precision will be used to increase the number of digits
which can be represented. A two-, three-, or N-byte format may
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then be used. For example, let us examine a 16-bit, ‘‘double-pre-
cision” format:

00000000 00000000  is 0"
00000000 006000001 is 1"

01111111 11111111 1s *32767"
11111113 11111111 is *—1"
11111111 11111110 is *—2"

Exercise 1,15: What is the largest negative integer which can be
represented in a two's complement triple-precision format?

However, this method will result in disadvantages. When adding
two numbers, for example, we will generally have to add them
eight bits at a time. This will be explained in Chapter 3 (Basic Pro-
gramming Techniques). It results in slower processing. Also, this
representation uses 16 bits for any number, even if it could be
represented with only eight bits, It is, therefore, common to use 16
or perhaps 32 bits, but seldom more.

Let us consider the following important point: whatever the
number of bits N chosen for the two’'s complement representation,
it is fixed. If any result or intermediate computation should
generate a number requiring more than N bits, some bits will be
lost. The program normally retains the N left-most bits (the most
significant) and drops the low-order ones. This is called truncating
the resuit.

Here is an example in the decimal system, using a six digit
representation:

123456
X 1.2

246912
123456

=1481472

The result requires 7 digits! The 27 after the decimal point will be
dropped and the final result will be 148147, It has been truncated.
Usually, as long as the position of the decimal point is not lost, this
method is used to extend the range of the operations which may be
performed, at the expense of precision.

The problem is the same in binary. The details of a binary multi-
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plication will be shown in Chapter 4.

This fixed-format representation may cause a loss of precision,
but it may be sufficient for usual computations or mathematical
operations.

Unfortunately, in the case of accounting, no loss of precision is
tolerable, For example, if a customer rings up a large total on a
cash register, it would not be acceptable to have a five figure
amount to pay, which would be approximated to the dollar,
Another representation must be used wherever precision in the
result is essential. The solution normally used is BCD, or
binary-coded decimal,

BCD Representation

The principle used in representing numbers in BCD is to encode
each decimal digit separately, and to use as many bits as necessary
to represent the complete number exactly. In order to encode each
of the digits from 0 through 9, four bits are necessary. Three bits
would only supply eight combinations, and can therefore not en-
code the ten digits. Four bits allow sixteen combinations and are
therefore sufficient to encode the digits 0" through “'9", It can
also be noted that six of the possible codes will not be used in the
BCD representation (see Fig. 1-4}. This will result {ater on in a potential
problem during additions and subtractions, which we will have to solve.

BCD BCD
CODE SYMBQOL CODE SYMBOL

0000 0 1000 8

0001 1 1001 9

0010 2 1010 unused
0011 3 1611 unused
0100 4 1100 unused
0101 5 1101 unused
0110 & 1110 unused
Oi1l 7 1l unused

Fig. 1.4: BCD Table

35



PROGRAMMING THE 280

Since only four bits are needed to encode a BCD digit, two BCD digits
may be encoded in every byte. This is called “‘packed BCD.”’

As an example, “00000000" will be 00" in BCD. 10011001
will be "'99",

A BCD code is read as follows:
0010 0001
BCD digit 2"
BCD digit "'1" -+
BCD number ©“21”
Exercise 1.16: What is the BCD representation for V2877 ©'91''?
Exercise 1.17: Is V10100000" a valid BCD representation? Why?

As many bytes as necessary will be used to represent all BCD
digits. Typically, one or more nibbles will be used at the beginning
of the representation to indicate the total number of nibbles, Le.,
the total number of BCD digits used. Another nibble or byte will
be used to denote the position of the decimal point. However, con-
ventions may vary.

Here 1s an example of a representation for multibyte BCD in-
tegers:

[ T3 T + T 2 [ 2 [ 1 ] (3bytes
R WP
nun‘%beg l number **221"
of digits

fup to 255) sign

This represents +221
{The sign may be represented by 0000 for +, and 0001 for —, for
example.}

Exercise 1.18: Using the same convention, represent “—23123"
Show it in BCD format, as above, then in binary.

Exercise 1.19: Show the BCD for “222" and “111", then for the re-
sult of 222 X 111. {Compute the result by hand, then show it in the
abouve representation.j

The BCD representation can easily accommodate decimal
numbers,
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For example, +2.21 may be represented by:
digit 3 digit 2 digit 1

[3 L2 ] + 2 | 2 1|
e T e
l l i 221
3 digits “"isonthe +

left of digit 2

The advantage of BCD is that it yields absolutely correct
results. Its disadvantage is that it uses a large amount of memory
and results in slow arithmetic operations. This is acceptable only
in an accounting environment and is normally not used in other
cases.

Exercise 1.20: How many bits are required to encode ‘'9999" in
BCD? And in two's complement?

We have now solved the problems associated with the represen-
tation of integers, signed integers and even large integers. We
have even already presented one possible method of representing
decimal numbers, with BCD representation. Let us now examine
the problem of representing decimal numbers in a fixed length for-
mat,

Floating-Pogint Representation

The basic principie is that decimal numbers must be represented
with a fixed format. In order not to waste bits, the representation
will normalize all the numbers.

For example, “0.000123" wastes three zeros on the left of the
number, which have no meaning except to indicate the position of
the decimal point. Normalizing this number results in.123 X 10,
“.123" is called a normalized mantissa, **—3" is called the expo-
nent. We have normalized this number by eliminating all the meaning-
less zeros on the left of it and adjusting the exponent,

Let us consider another example:

22.1 1s normalized as .221 x 10?

or M X 10E where M is the mantissa, and E is the exponent.
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It can be readily seen that a normalized number is characterized
by a mantissa less than 1 and greater or equal to .1 in all cases
where the number is not zero. In other words, this can be repre-
sented mathematically by:

AdsM<lorlosM<CI0®
Similarly, in the binary representation:

2-1<M<2 (or .55 M<1)
Where M is the absolute value of the mantissa (disregarding the
s1gnj.
For example:

111.01 is normalized as: .11101 X 2%

The mantissa 1s 11101,

The exponent is 3.

Now that we have defined the principle of the representation,
let us examine the actual format. A typical floating-point represen-
tation appears below.

3 24 23 & 15 8 7 0

|
5 EXP 5 M oA N T 1 5 5 A
i

Fig. 1.5: Typical Floating-Point Representation

In the representation used in this example, four bytes are used
for a total of 32 bits, The first byte on the left of the illustration is
used to represent the exponent. Both the exponent and the man-
tissa will be represented in two's complement. As a result, the
maximum exponent will be — 128, *8” 1n Fig. 1.5 denotes the sign
bit.

Three bytes are used to represent the mantissa. Since the first
bit in the two’s complement representation indicates the sign, this
feaves 23 bits for the representation of the magnitude of the man-
tissa.
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Exercise 1.21: How many decimal digits can the rmantissa repre-
sent with the 23 bits?

This is only one example of a floating point representation. It is
possible to use only three bytes, or it is possible to use more. The
four-byte representation proposed above is just a common one
which represents a reasonable compromise in terms of accuracy,
magnitude of numbers, storage utilization, and efficiency in
arithmetic operation,

We have now explored the problems associated with the rep-
resentation of numbers and we know how to represent them in in-
teger form, with a sign, or in decimal form. Let us now examine
how to represent alphanumerie data internally.

Representing Alphanumeric Data

The representation of alphanumeric data, i.e. characters, is com-
pletely straightforward: all characters are encoded in an eight-bit
code. Only two codes are in general use in the computer world, the
ASCII Code, and the EBCDIC Code. ASCII stands for ** American
Standard Code for Information Interchange,” and is universally
used in the world of microprocessors. EBCDIC is a variation of
ASCII used by IBM, and therefore not used in the microcomputer
world unless one interfaces to an IBM terminal.

Let us briefly examine the ASCII encoding, We must encode 26
letters of the alphabet for hoth upper and lower case, plus 10
numeric symbols, plus perhaps 20 additional special symbols. This
can be easily accomplished with 7 bits, which allow 128 possible
codes. (See Fig.1-6.3 All characters are therefore encoded in 7 bits.
The eighth bit, when it is used, is the parity bit. Parity is a tech-
nique for verifying that the contents of a byte have not been ac-
cidentally changed. The number of 1's in the byte is counted and
the eighth bit is set to one if the count was odd, thus making the
total even. This is called even parity. One can also use odd parity,
L.e. writing the eighth bit (the left-most) so that the total number of
1's in the byte is odd.

Example: let us compute the parity bit for '0010011" using even
parity. The number of 1's is 3. The parity bit must thereforebeal
so that the total number of bits is 4, i.e. even. The result is
10010011, where the leading 1 is the parity bit and 0010011 iden-
tifies the character.
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The table of 7-bit ASCII codes is shown in Fig. 1-6. In practice, it
is used ‘‘as is,”” i.e. without parity, by adding a 0 in the left-most
position, or else with parity, by adding the appropriate extra bit on
the left.

Exercise 1.22: Compute the 8-bit representation of the digits 0"
through “'9", using even parity. (This code will be used in applica-
tion examples of Chapter 8

Exercise 1,23: Same for the letters “A’ through “F".

Exercise 1.24: Using a non-parity ASCII code (where the left-most
bit is “07), indicate the binary contents of the 4 characters below:

rtzq L)
L4 K? ry
¢ f3 1
l'l‘b LR
HEX _MSD 0 1 2 3 4 5 6 7
iso | BITS {000 00t 010 011 100 101 110 111
0 0000 | NUL DLE SPACE 0 @ P - p
1 0001 | SOH  DCH ! 1A Q a g
2 goto | STX  DGC2 - 2 8 R b r
3 go1t | ETX  DC3 # 3 & & ¢ s
4 0100 § EOT  DC4 $ 4 D T d
5 0101 | ENQ  NAK % 5 E U e u
6 0110 | ACK  SYN & & F VvV v
7 o111 { BEL  ETB ; 7 G W g w
8 1000 85  CAN ( 8 H X nh  x
9 1001 HT EM ) 9 1Y oy
A 1010 LF suB : dZ i oz
B 1011 VT ESC + . K [ k [
C 1100 FF FS < LA I
D 1101 CR GS - = M ] m |
E 1110 S0 RS : > N A N
F 1111 s us / " 0 <« o DEL

Fig. 1.6: ASCII Conversion Table

{see Appendix B for abbreviationsi

In specialized situations such as telecommunications, other
codings may be used such as error-correcting codes. However they
are beyond the scope of this book.
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We have examined the usual representations for both program
and data inside the computer. Let us now examine the possible ex-
ternal representations.

EXTERNAL REPRESENTATION OF INFORMATION

The external representation refers to the way information is pre-
sented to the user, i.e. generally to the programmer, Information
may be presented externally in essentially three formats: binary,
octal or hexadecimal and symbolic.

1. Binary

It has been seen that information is stored internally in bytes,
which are sequences of eight bits {0's or 1's). It is sometimes
desirable to display this internal information directly in its binary
format and this is called binary representation. One simple exam-
ple is provided by Light Emitting Diodes (LEDs} which are essen-
tially miniature lights, on the front panel of the microcomputer. In
the case of an eight-bit microprocessor, a front panel will typically
be equipped with eight LEDs to display the contents of any inter-
nal register. (A register is used to hold eight bits of information
and will be described in Chapter 2). A lighted LED indicates a one.
A zero is indicated by an LED which is not lHghted. Such a hinary
representation may be used for the fine debugging of a complex
program, especially if it involves input/output, but is naturally
Impractical at the human level. This is because in most cases, one
likes to look at information in symbolic form. Thus 9" is much
easier to understand or remember than “1001’". More convenient
representations have been devised, which improve the person-
machine interface.

2. Octal and Hexadecimal

“Octal” and "hexadecimal’’ encode respectively three and four
binary bits into a unique symbol. In the octal system, any
combination of three binary bits is represented by a number be-
tween 0 and 7.

"“QOctal" Is a format using three bits, where each combination of
three bits is represented by a symbol between 0 and 7;
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bmary

octal

000
001
010
011
100
101
110
111

-} N T R GO DD e (O

Fig. 1.7: Octal Symbels

For example, 00 100 100" binary is represented by:

vy v vy
0 4 4

or ‘044’ in octal.

Another example: 11 111 111 is:

v v
3 7

or 877" in octal.

Y
7

Conversely, the octal 211" represents:

010 001 001

or “10001001"" binary.

Octal has traditionally been used on older computers which were
employing various numbers of bits ranging from 8 to perhaps 64.
More recently, with the dominance of eight-bit microprocessors,
the eight-bit format has become the standard, and another more

practical representation is used. This is Aexadecimal.

In the hexdecimal representation, a group of four bits is en-
Hexadecimal digits are
represented by the symbols from 0 to 9, and by the letters A, B, C,
D, E, F. For example, *'0000" is represented by 07, "“0001" 1s
represented by 1’ and “*1111"" is represented by the letter “F"

coded as one hexadecimal

(see Fig. {-8).
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DECIMAL BINARY HEX OCTAL
0 0000 0 0
1 001 1 1
2 0010 2 2
3 0on 3 3
4 010G 4 4
5 0101 5 5
8 0110 6 5
7 0111 7 7
8 1000 8 10
g 1001 g 11
10 1010 A 12
1 101 8 13
12 1100 c 14
13 1101 D 15
14 1110 E 18
15 1111 F 17

Fig. 1.8: Hexadecimal Codes
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Example: 1010 0001 in binary is represented by
e R

A 1 in hexadecimal

Exercise 1.25: What is the hexadecimal representation of
©10101010¢°

Evercise 1.26: Conversely, what is the binary equivalent of *'FA™
hexadecimal?

Exercise 1.27: What is the octal of “01000001"?

Hexadecimal offers the advantage of encoding eight bits into on-
ly two digits. This is easier to visualize or memorize and faster to
type into a computer than its binary equivalent. Therefore, on
most new microcomputers, hexadecimal is the preferred method of
representation for groups of bits.

Naturally, whenever the information present in the memory has
a meaning, such as representing text or numbers, hexadecimal is
not convenient for representing the meaning of this information
when it is brought out for use by humans.

Symbolic Representation

Symbolic representation refers to the external representation of
information in actual symbolic form. For example, decimal num-
bers are represented as decimal numbers, and not as sequences of
hexadecimal symbols or bits. Similarly, text is represented as
such. Naturally, symbolic representation is most practical to the
user. It is used whenever an appropriate display device is
available, such as a CRT display or a printer. (A CRT display is a
television-type screen used to display text or graphics.} Unfortu-
nately, in smaller systems such as one-board microcomputers, it is
uneconomical to provide such displays, and the user is restricted
to hexadecimal communication with the computer.

Summary of External Representations

Symbolic representation of information is the most desirable
since it Is the most natural for a human user. However, it requires
an expensive interface in the form of an alphanumeric keyboard,
plus a printer or a CRT display. For this reason, it may not be
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available on the less expensive systems. An alternative type of rep-
resentation is then used, and in this case hexadecimal is the domi-

nant representation. Only in rare cases relating to fine de-bugging
at the hardware or the software level is the binary representation
used. Binary directly displays the contents of registers of memory
in binary format.

{The utility of a direct binary display on a front panel has always
been the subject of a heated emotional controversy, which will not
be debated here.)

We have seen how to represent information internally and exter-
nally. We will now examine the actual microprocessor which will
manipulate this information.

Additional Exercises

Exercise 1.28: What is the advantage of two's complement over
other representations used to represent signed numbers?

Exercise 1.29: How would you represent '1024"" in direct binary?
Signed binary? Two's complement?

Exercise 1.30: What is the V-bit? Should the programmer test it
after an addition or subtraction?

Exercise {.31: Compute the two's complement of “+16", “+17",
”'+'18", "—16”, ..____17n‘ |s_181!}

Exercise 1.32: Show the hexadecimal representation of the follow-
ing text, which has been stored internally in ASCII format, with
no parity: = “"MESSAGE",
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Z80 HARDWARE ORGANIZATION

INTRODUCTION

In order to program at an elementary level, it 15 not necessary (o
understand in detail the internal structure of the processor that one is
using., However, in order to do efficient programming, such an
understanding is required. The purpose of this chapter is to present the
basic hardware concepts necessary for understanding the operation of
the ZB0 system. The complete microcomputer system includes not only
the microprocessor unit (here the Z80), but also other components.
This chapter presents the Z80 proper, while the other devices (mainly
input/output) will be presented in a separate chapter (Chapter 7).

We will review here the basic architecture of the microcomputer
systemn, then study more ciosely the internal organization of the Z80.
We will examine, in particular, the various registers. We will then study
the program execution and sequencing mechanism. From a hardware
standpoint, this chapter is only a simplified presentation. The reader in-
terested in gaining detailed understanding is referred to our book ref.
C201 (“*Microprocessors,”” by the same author}.

The Z80 was designed as a replacement for the Intel 8080, and to of-
fer additional capabilities. A number of references will be made in this
chapter to the 8080 design.

SYSTEM ARCHITECTURE

The architecture of the microcomputer system appears in Figure 2.1,
The microprocessor unit (MPU), which will be a Z80 here, appears on
the left of the illustration. It implements the functions of a central-
processing uni (CPU) within one chip: it includes an arithmetic-logical
unit {ALY), plus its internal registers, and a controf unit (CU), in
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charge of sequencing the system. Its operation will be explained in this
chapter,

64

=M K 7 73

- 0

i 780 ROM RAM PIO <:>m "

%, 2 - T
ST [ ARl

¥ |

AODRESS  BuS >
< CORIROL 803 >

AR

v GHND

Fig. 2.1: Standard Z80 System

The MPU creates three buses: an 8-bit bidirectional dara bus, which
appears at the top of the illustration, a 16-bit unidirectional address
bus, and a control bus, which appears at the bottom of the illustration.
Let us describe the function of each of the buses.

The data bus carries the data being exchanged by the various ele-
ments of the system. Typically, it will carry data from the memory to
the MPU or from the MPU to the memory or from the MPU to an in-
put/output chip. (An input/output chip is a component in charge of
communicating with an external device.)

The address bus carries an address generated by the MPU, which wili
select one internal register within one of the chips attached to the
system. This address specifies the source, or the destination, of the data
which will transit along the data bus.

The controf bus carries the various synchronization signals required
by the system.

Having described the purpose of buses, fet us now connect the addi-
tional components required for a complete system,

Every MPU requires a precise timing reference, which is supplied by
a clock and a crystal. In most “*older’” microprocessors, the clock-oscil-
lator is external to the MPU and requires an extra chip. In most recent
microprocessors, the clock-oscillator is usually incorporated within the
MPU. The quartz crystal, however, because of its bulk, is always exter-
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nal to the system. The crystal and the clock appear on the left of the
MPU box in Figure 2.1,

Let us now turn our attention to the other elements of the system.
Going from left to right on the illustration, we distinguish:

The ROM is the read-only memory and contains the program for the
system. The advantage of the ROM memory is that its contents are per-
manent and do not disappear whenever the system is turned off. The
ROM, therefore, always contains a bootstrap or a monitor program
(their function will be explained later} to permit initial system opera-
tion. In a process-control environment, nearly all the programs will
reside in ROM., as they will probably never be changed. In such a case,
the industrial user has to protect the system against power failures; pro-
grams must not be volatile. They must be in ROM.

However, in a hobbyist environment, or in a program-development
environment (when the programmer tests his program), most of the
programs will reside in RAM so that they can be easily changed. Later,
they may remain in RAM, or be transferred into ROM, if desired.
RAM, however, is volatile. Its contents are fost when power is turned
off.

The RAM (random-access memory) is the read/write memory for the
system. In the case of a control system, the amount of RAM will
typically be small (for data only). On the other hand, in a program-
development environment, the amount of RAM will be large, as it will
contain programs plus development software, All RAM contents must
be loaded prior to use from an external device.

Finally the system will contain one or more interface chips so that it
may communicate with the external world. The most frequently used
interface chip is the PIO or parallel input/output chip. It is the one
shown on the illustration. This PIO, like all other chips in the system,
connects to all three buses and provides at least two 8-bit ports for
communication with the outside world. For more details on how an ac-
tual PIO works, refer to book £201 or, for specifics of the Z80 system,
refer to Chapter 7 (Input/Qutput Devices).

All the chips are connected to all three buses, including the control
bus.

The functional modules which have been described need not
necessarily reside on a single LSI chip. In fact, we could use combina-
tion chips, which may include both PIO and a limited amount of ROM
or RAM.

Still more components will be required to build a real system. In par-
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ticular, the buses usually need to be buffered. Also, decoding logic may
be used for the memory RAM chips, and, finally, some stgnals may
need to be amplified by drivers. These auxiliary circuits will not be
described here as they are not relevant to programming. The reader in-
terested in specific assembly and interfacing techniques is referred to
book C207 ““Microprocessor Interfacing Techniques.'’

INSIDE A MICROPROCESSOR

The large majonity of all microprocessor chips on the market today
implement the same architecture. This ““standard’’ architecture will be
described here. It is shown in Figure 2.2. The modules of this standard
microprocessor will now be detailed, from right to left.
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Fig. 2.2: “*Standard’’ Microprocessor Architecture

The control box on the right represents the control unit which syn-
chromzes the entire system. lts role will be clarified within the re-
mainder of this chapter.
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The ALU performs arithmetic and logic operations. A special
register equips one of the inputs of the ALU, the left input here. It is
called the accumulator. (Several accumulators may be provided.) The
accumulator may be referenced both as input and output (source and
destination) within the same instruction.

The ALU must also provide shift and rotate facilities.

A shift operation consists of moving the contents of a byte by one or
more positions to the left or to the right. This is illustrated in Figure
2.3. Each bit has been moved to the left by one position. The details of
shifts and rotations will be presenied in the next chapter.

SHIFT LEFT

P N D DU NP b NS b Nl I N S

( CARRY

ROTATE LEFT

L DD DN DY -
( )

Note: Some Shift and Rotate insiructions do not include the Carry.

Fig. 2.3: Shift and Rotate

The shifter may be on the ALU output, as illustrated in Figure 2.2, or
may be on the accumulator input.

To the left of the ALU, the flags or status register appear. Their role
is to store exceptional conditions within the microprocessor. The con-
tents of the flags register may be tested by specialized instructions, or
may be read on the internal data bus. A conditional instruction will
cause the execution of a new program, depending on the value of one of
these bits.

The role of the status bits in the Z80 will be examined later in this
chapter.
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Setting Flags

Most of the instructions executed by the processor will modify some
or all of the flags. It is important to always refer to the chart provided
by the manufacturer listing which bits will be modified by the instruc-
tions. This is essential in understanding the way a program is being ex-
ecuted. Such a chart for the Z80 15 shown in Figure 4-17,

The Registers

Let us look now at Figure 2.2. On the left of the illustration, the Teg-
isters of the microprocessor appear. Conceptually, one can distinguish
the general purpose registers and the address registers,

The General-Purpose Registers

General-purpose registers must be provided in order for the ALU to
manipulate data at high speed. Because of restrictions on the number of
bits which it is reasonable to provide within an instruction, the number
of (directly addressable) registers is usually limited to fewer than eight.
Each of these registers is a set of eight flip-flops, connected to the
bidirectional internal data bus. These eight bits can be transferred
simultaneously to or from the data bus. The implementation of these
registers in MOS flip-flops provides the fastest level of memory
available, and their contents can be accessed within tens of
nanoseconds.

Internal registers are usually labelled from 0 to n. The role of these
registers is not defined in advance: they are said to be “‘general
purpose.”” They may contain any data used by the program,

These general-purpose registers will normally be used to store eight-
bit data. On some microprocessors, facilities exist to manipulate fwo of
these registers at a time. They are then called “‘register pairs.’’ This ar-
rangement facilitates the storage of 16-bit quantities, whether data or
addresses.

The Address Registers

Address registers are [6-bit registers intended for the storage of ad-
dresses. They are also often called data counters or pointers. They are
double registers, i.e., two eight-bit registers. Their essential
characteristic is to be connected to the address bus. The address
registers create the address bus. The address bus appears on the left and
the bottom part of the illustration in Figure 2.4.
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The only way to load the contents of these 16-bit registers is via the
data bus. Two transfers will be necessary along the data bus in order to
transfer 16 bits. In order to differentiate between the lower half and the
higher half of each register, they are usually labelled as L (low) or H
(high), denoting bits O through 7, and 8 through 15 respectively, This
label is used whenever if 1s necessary to differentiate the halves of these
registers. At least two address registers are present within most
microprocessors. “MUX" in Fig. 2.4 stands for multiplexer.

DATA BUS (8}
Hux
INDEX | REGISTER
i 16-Bi7
STACK | POINTER ADDRESS REGISTERS
PROGRAM | COUNTER
inx |

ADDRESS BUS (16)

Fig. 2.4: The 16-bit Address Registers Create the Address Bus

Program Counter (PC)

The program counter must be present in any processor. It contains
the address of the next instruction to be executed. The presence of the
program counter is indispensable and fundamental to program execu-
tion. The mechanism of program execution and the automatic sequenc-
ing implemented with the program counter will be described in the next
section. Briefly, execution of a program is normally sequential. In
order to access the next instruction, it is necessary to bring 1t from the
memory into the microprocessor. The contents of the PC will be
deposited on the address bus, and transmitted towards the memory.
The memory will then read the contents specified by this address and
send back the corresponding word to the MPU. This 1s the instruction.
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In a few exceptional microprocessors, such as the two-chip F8, there is
no PC on the microprocessor. This does not mean that the system does
not have a program counter. The PC happens to be implemented direct-
ly on the memory chip, for reasons of efficiency,

Stack Pointer (SP)

The stack has not been introduced yet and will be described in the
next section. In most powerful, general-purpose microprocessors, the
stack is implemented in *‘software,’’ i.e., within the memory. In order
to keep track of the top of this stack within the memory, a l6-bit
register is dedicated to the stack pointer or SP. The SP contains the ad-
dress of the top of the stack within the memory. It will be shown that
the stack is indispensable for interrupts and for subroutines.

Index Register (IX)

Indexing is a memory-addressing facility which is not always pro-
vided in microprocessors. The various memory-addressing techniques
will be described in Chapter 5. Indexing is a facility for accessing blocks
of data in the memory with a single instruction. An index register will
typically contain a displacement which will be automatically added to a
base (or it might contain a base which would be added to a displace-
ment). In short, indexing is used to access any word within a block of
data.

The Stack

A stack is formally called an LIFO structure (last-in, first-out). A
stack is a set of registers, or memory locations, allocated to this data
structure. The essential characteristic of this structure is that it is a
chronological structure. The first element introduced into the stack is
always at the bottom of the stack. The element most recently deposited
in the stack is on the top of the stack. The analogy can be drawn with a
stack of plates on a restaurant counter. There is a hole in the counter
with a spring in the bottom. Plates are piled up in the hole. With this
organization, it is guaranteed that the plate which has been put first in
the stack (the oldest} is always at the bottom. The one that has been
placed most recently on the stack is the one which is on top of it. This
example also illustrates another characteristic of the stack. In normaf
use, a stack is only accessible via two instructions: *‘push’” and “‘pop”’
(or “*pull’”). The push operation results in depositing one element on
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top of the stack (two in the case of the Z80). The puil operation consists
of removing one element from the stack. In the case of a
microprocessor, it is the accumudator that will be deposited on top of
the stack. The pop will result in a transfer of the top element of the
stack into the accumulator. Other specialized instructions may exist to
transfer the top of the stack between other specialized registers, such as
the status register. The Z80 is more versatile than most in this respect.

The availability of a stack is required to implement three program-
ming facilities within the computer system: subroutines, interrupts, and
temporary data storage. The role of the stack during subroutines will be
explained in Chapter 3 (Basic Programming Techniques). The role of
the stack during interrupts will be explained in Chapter 6 {Input/Qut-
put Techniques). Finally, the role of the stack 1n saving data at high
speed will be explained during specific application programs.

We will simply assume at this point that the stack is a required facility
in every computer system. A stack may be implemented in two ways:

1. A fixed number of registers may be provided within the micro-
processor itself. This is a “‘hardware stack.” It has the advantage of
high speed. However, it has the disadvantage of a limited number of
registers.

2. Most general-purpose microprocessors choose another approach,
the software stack, in order not to restrict the stack to a very small
number of registers. This is the approach chosen in the Z80. In the soft-
ware approach, a dedicated register within the microprocessor, here
register SP, stores the stack pointer, 1.e., the address of the top element
of the stack (or, sometimes, the address of the top element of the stack
plus one). The stack is then implemented as an area of memory. The
stack pointer will therefore require 16 bits to pomt anywhere in the
femory.

_MICROPROCESSOR 7 MEMORY 0O
F REGISTER |

|
t
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i
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15 ABDRESS 19
sP } STACK
| — BASE

Fig. 2.5: The Two-Stack Manipulation Instructions
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The Instruction Execution Cycle

Let us refer now to Figure 2.6, The microprocessor unit appears on
the left, and the memory appears on the right. The memory chip may be
a ROM or a RAM, or any other chip which happens to contain
memory. The memory is used to store instructions and data, Here, we
will fetch one mstruction from the memory to illustrate the role of the
program counter. We assume that the program counter has valid con-
tents, It now holds a 16-bit address which is the address of the next in-
struction to fetch in the memory. Every processor proceeds in three
cycles:

1—fetch the next instruction
2—decode the instruction
3—execute the instruction

Fetch

Let us now follow the sequence. In the first cycle, the contents of the
program counter are deposited on the address bus and gated to the
memory (on the address bus). Simultaneously, a read signal may be
tssued on the control bus of the system, if required. The memory will
receive the address. This address is used to specify one location within
the memory. Upon receiving the read signal, the memory will decode
the address 1t has received, through internal decoders, and will select
the location specified by the address. A few hundred nanoseconds later,
the memory will deposit the eight-bit data corresponding to the
specified address on its data bus. This eight-bit word is the instruction
that we want to fetch. In our illustration, this instruction will be
deposited the data bus on top of the MPU box.

Let us briefly summarize the sequencing: the contentis of the program
counter are output on the address bus. A read signal is generated. The
memory cycles, and perhaps 300 nanoseconds later, the instruction at
the specified address is deposited on the data bus (assuming a single
byte instruction). The microprocessor then reads the data bus and
deposits its contents into a specialized internal register, the IR register,
The IR is the instruction register: it is eight-bits wide and is used to con-
tain the instruction just fetched from the memory. The fetch cycle is
now completed. The 8 bits of the instruction are now physically in the
special internal register of the MPLUJ, the IR register. The IR appears on
the feft of Figure 2.7. It is not accessible to the programmer,
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Fig. 2.6: Fetching an Instruction from the Memory

Once the instruction is contained in IR, the control unit of the
microprocessor will decode the contents and will be able to generate the
correct sequence of internal and external signals for the execution of the
specified instruction. There is, therefore, a short decoding delay fol-
lowed by an execution phase, the length of which depends on the nature
of the instruction specified. Some instructions will execute entirely
within the MPU. Other instructions will fetch or deposit data from or
into the memory. This is why the various instructions of the MPU re-
quire various lengths of time to execute. This duration is expressed as a
number of (clock) cycles. Refer to Chapter 4 for the number of
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cycles required by each instruction. Since various clock rates may be
used, speed of execution is normally expressed in number of cycles
rather than in rumber of nanoseconds.

EXTERNAL JHTERNAL DATA BUS
BUs <

L U1

ACCUMULATOR

8 Rl fn
REGISTERS

RESULT (DESTINATION) BUS
Fig. 2.8: Single-Bus Architecture

Fetching the Next Instruction

We have described how, using the program counter, an instruction
can be fetched from the memory. During the execution of a program,
instructions are fetched i sequence from the memory. An automatic
mechanism must therefore be provided to fetch imstructions in se-
quence. This task is performed by a simple incrementer attached to the
program counter. This is illustrated in Figure 2.7. Every time that the
contents of the program counter (at the bottom of the illustration) are
placed on the address bus, its contents will be incremented and written
back into the program counter. As an example, if the progra counter
contained the value *“0°’, the value “0’" would be output onthe address
bus. Then the contents of the program counter would be incremented
and the value **1’” would be written back into the program counter. In
this way, the next time that the program counter is used, it is the in-
struction at address | that will be fetched. We have just implemented an
automalic mechanism for sequencing instructions,

It must be stressed that the above descriptions are stnplified. In reali-
ty, some instructions may be two- or even three-bytes fong, so that suc-
cessive bytes will be fetched in this manner from the memory. However,
the mechanism is identical. The program counter is used to fetch
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successive bytes of an instruction as well as to fetch successive instruc-
tions themselves. The program counter, together with its incrementer,
provides an automatic mechanism for pointing to successive memory

locations.
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We will now execute an instruction within the MPU (see Figure 2.8).
A typical instruction will be, for example; R0 = RO + R1. This means:
“*ADD the contents of RO and R1, and store the results in R0.”’ To per-
form this operation, the contents of RO will be read from register RO,
carried via the single bus to the left input of the ALU, and stored in the
buffer register there. R1 will then be selected and its contents will be
read onto the bus, then transferred to the right input of the ALU. This
sequence Is illustrated in Figures 2.9 and 2.10. At this point,
the nght input of the ALU is conditioned by RI, and the left
input of the ALU is conditioned by the buffer register, containing the
previous value of R0O. The operation can be performed. The addition is
performed by the ALU, and the results appear on the ALU output, in
the fower right-hand corner of Fig. 2.11. The results will be deposited
on the single bus, and will be propagated back to RO. This means, in
practice, that the input fatch of RO will be entabled, so that data can be
written into it. Execution of the instruction is now complete. The
results of the addition are in RO. It should be noted that the contents of
RI have not been modified by this operation. This 15 a general prin-
ciple: the contents of a register, or of any read/write memory, are not
modified by a read operation.

The buffer register on the left input of the ALU was necessary in
order to memorize the contents of R0, so that the single bus couid be
used agamn for another transfer. However, a problem remains.
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Fig. 2.11: Result Is Generated and Goes into R0
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The Critical Race Problem

The simple organization shown in Figure 2.8 will not function cor-
rectly.

Question: What is the timing problem?

Answer: The problem is that the resuit which will be propagated out
of the ALU will be deposited back on the single bus. It will not pro-
pagate just in the direction of RO, but along all of the bus. In particular,
it will recondition the right input of the ALU, changing the result coming
out of it a few nanoseconds later. This is a critical race. The output of
the ALU must be isolated from its input (see Figure 2.12).

Several solutions are possibie which will isolate the input of the ALU
from the output. A buffer register must be used. The buffer register
could be placed on the output of the ALU, or on its input. It is usually
placed on the input of the ALU. Here it would be placed on its right in-
put. The buffering of the system 15 now sufficient for a correct opera-
tion. It will be shown later in this chapter that if the left register which
appears in this illustration is to be used as an accumuiator (permitting
the use of one-byte long instructions}), then the accumulator will require
a buffer too, as shown in Figure 2.13.
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Fig. 2.12: The Criticai Race Problem
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Fig. 2.13: Two Buffers Are Required {Temp Registers)

INTERNAL ORGANIZATION OF THE Z80

The terms necessary in order to understand the internal elements of
the microprocessor have been defined. We will now examine in more
detail the Z80 itself, and describe its capabilities. The internal organiza-
tion of the Z8( is shown in Figure 2.14. This diagram presents a logical
description of the device. Additional interconnections may exist but are
not shown. Let us examine the diagram from right to left.

On the right part of the illustration, the arithmetic-logical unit (the
AL} may be recognized by its characteristic **V*’ shape, The accumu-
lator register, which has been described in the previous section, is iden-
tified as A on the right input path of the ALU. If has been shown in the
previous section that the accumulator should be equipped with a buffer
register. This 1s the register labeled ACT (temporary accumulator).
Here, the feft input of the ALU is also equipped with a temporary
register, called TMP. The operation of the ALU will become clear in the
next section, where we will describe the execution of actual instructions.

The flags register iscalled F”’ inthe Z80,and is shown on theright of the
accumulator register. The contents of the flags register are essentially
conditioned by the ALU, but it will be shown that some of its bits may
also be conditioned by other modules or events.

The accumulator and the flags registers are shown as double registers
labelled respectively A, A’ and F, F'. This is because the Z80 is
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equipped internally with two sets of registers: A + F, and A" + F".
However, only one set of these registers may be used at any one time. A
special instruction is provided (o exchange the contents of A and F with
A’ and F'. in order to simplify the explanations, only A and F will be
shown on most of the diagrams which follow. The reader should
remember that he has the option of switching to the alternate register
set A" and F’ if desired.

The role of each flag 1n the flags register will be described in Chapter
3 (Basic Programming Techniques}.

A large block of registers is shown at the center of the illustration. On
top of the block of registers, two identical groups can be recognized.
Each one includes six registers labeled B, C, D, E, H, L. These are the
general-purpose eight-bit registers of the Z80. There are two peculiari-
ties of the Z80 with respect to the standard microprocessor which has
been described at the beginning of this chapter,

First, the Z80 is equipped with fwo banks of registers, i.e., two iden-
tical groups of 6 registers. Only six registers may be used at any one
time. However, special instructions are provided to switch between the
two banks of registers. One bank, therefore, behaves as an internaf
memory, while the other one behaves as a working set of internal
registers. The possible uses of this special facility will be described in
the next chapter.

Conceptually, it will be assumed, for the ime being, that there are
only six working registers, B, C, D, E, H, and L, and the second
register bank will temporarily be ignored, in order to avoid confusion.

The MUX symbol which appears above the memory bank is an ab-
breviation for muitiplexer. The data coming from the internal data bus
will be gated through the multiplexer to the selected register, However,
only one of these registers can be connected to the internal data bus at
any one time.

A second characteristic of these six registers, in addition to being
general-purpose eight-bit registers, is that they are equipped with a con-
nection to the address bus. This 1s why they have been grouped in
pairs. For example, the contents of B and C can be gated simultaneous-
Iy onto the 16-bit address bus which appears at the bottom of the illustra-
tion. As a result, this group of 6 registers may be used to store either
eight-bit data or else 16-bit pointers for memory addressing.

The third group of registers, which appears below the two previous
ones in the middle of Figure 2.14, contains four “‘pure” address
registers. As in any microprocessor, we find the program counter (PC)
and the stack pointer (SP). Recall that the program counter contains
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the address of the next instruction to be executed.

The stack pointer points to the top of the stack in the memory. In the
case of the Z80, the stack pointer points to the last aciual entry 1n the
stack. (In other microprocessors, the stack pointer points just above the
last entry.) Also, the stack grows “‘downwards, "’ i.e, towards the lower
addresses.

This means that the stack pointer must be decremented any time a
new word is pushed on the stack. Conversely, whenever a word is
removed {popped) from the stack, the stack pointer must be -
cremented by one. In the case of the Z80, the “‘push” and “‘pop”’
always involve fwo words at the same time, so that the contents of the
stack pointer will be decremented or incremented by two.

Looking at the remaining two registers of this group of four registers,
we find a new type of register which has not been described yet: two
index-registers, labeled 1X (Index Register X) and I'Y (Index Register
Y). These two registers are equipped with a special adder shown as a
miniature V-shaped ALU on the right of these registers in Figure 2.14,
A byte brought along the internal data bus may be added to the con-
tents of IX or I'Y. This byte is called the displacement, when using an in-
dexed instruction. Special instructions are provided which will
automatically add this displacement to the contents of IX or 1Y and
generate an address. This is called indexing. It allows convenient access
to any sequential block of data. This important facility will be des-
cribed in Chapter 5 on addressing techniques.

Finally, a special box labeled ¢ + I’ appears beiow and to the left of the
block of registers. This is an increment/decrement. The contents of any
of the register pairs SP, PC, BC, DE, HL (the *‘pure address’’ registers)
may be automatically incremented or decremented every time they depos-
it an address on the internal address bus. This is an essential facility for
implementing automated program loops which will be described in the
next section. Using this feature it will be possible to access successive
memory locations conveniently.

Let us move now to the left of the illustration. One register pair is
shown, solated on the left: T and R. The I register 1s called the wmiterrupi-
page address register. Its role will be described in the section on nter-
rupts of Chapter 6 (Input/Qutput Techniquesj. It 15 used onfy in a
special mode where an indirect call to a memory locatson 1s generated in
response to an interrupt. The I register is used to store the high-order
part of the indirect address. The lower part of the address is supplied by
the device which generated the interrupt.
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The R register is the memory-refresh register. It is provided to refresh
dynamic memories automatically. Such a register has traditionally been
located outside the microprocessor, since it is associated with the
dynamic memory. It 1s a convenient feature which minimizes the
amount of external hardware for some types of dynamic memories. It will
not be used here for any programming purposes, as it is essentially a
hardware feature (see reference C207 ‘‘Microprocessor Interfacing
Techniques™ for a detailed description of memary refresh techniques).
However, 1t 1s possible to use it as a software clock, for example.

Let us move now to the far left of the illustration. There the control
section of the microprocessor is located. From top to bottom, we find
first the wmstruction register IR, which will contain the instruction to be
executed. The IR register is totally distinct from the *‘1, R’' register pair
described above. The instruction is received from the memory via the
data bus, is transmitted along the internal data bus and is finally
deposited into the instruction register, Below the instruction register ap-
pears the decoder which will send signals to the controller-sequencer
and cause the execution of the instruction within the microprocessor
and outside it. The control section generates and manages the control
bus which appears at the bottom part of the illustration.

The three buses managed or generated by the system, i.e., the data
bus, the address bus, and the control bus, propagate outside the
microprocessor through its pins. The external connections are shown
on the right-most part of the illustration. The buses are isolated from
the outside through buffers shown in Figure 2.14.

All the logical elements of the Z80 have now been described. It is not
essential to understand the detailed operation of the Z80 in order to
start writing programs. However, for the programmer who wishes to
write efficient codes, the speed of a program and its size will depend
upon the correct choice of registers as well as the correct choice of
techniques. To make a correct choice, it is necessary to understand how
instructions are executed within the microprocessor. We will therefore
examine here the execution of typical instructions inside the Z80 to
demonstrate the role and use of the internal registers and buses.
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INSTRUCTION FORMATS

The ZB0 instructions are listed in Chapter 4. Z80 instructions may
be formated in one, two, three or four bytes. An mstruction specifies
the operation to be performed by the microprocessor. From a
simplified standpoint, every instruction may be represented as an op-
code followed by an optional literal or address field, comprising one or
two words. The opcode field specifies the operation to be carried out.
In strict computer terminology, the opcode represents only those bits
which specify the operation to be performed, exclusive of the register
pointers that might be necessary. In the microprocessor world, it is con-
venient to call opcode the operation code itself, as well as any register
pointers which it might incorporate. This ‘‘generalized opcode’” must
reside in an eight-tnt word for efficiency (this is the limiting factor on
the number of instructions available in a microprocessor).

The 8080 uses instructions which may be one, two, three, bytes long
{see Figure 2.15). However, the Z80 is equipped with additional indexed
instructions, which require one more byte. In the case of the Z80, op-
codes are, in general, one byte long, except for special instructions
which require a two-byte opcode.

Some instructions require that one byte of data follow the opcode. In
such a case, the instruction will be a two-byte instruction, the second
byte of which is data (except for indexing, which adds an extra hyte).

In other cases, the instruction might require the specification of an
address. An address requires 16 bits and, therefore, two bytes. In that
case, the instruction will be a three-byte or a four-byte instruction.

For each byte of the instruction, the control unit will have to perform
a memory fetch, which will require four clock cycles. The shorter the
instruction, the faster the execution.

A One-Word Enstruction

One-word instructions are, in principle, fastest and are favored by
the programmer, A typical such instruction for the Z80 is:

LDr, 1

This instruction means: ‘“Transfer the contents of register r’ into r.”’
This is a typical ‘‘register-to-register’” operation. Every microprocessor
must be equipped with such instructions, which allow the programmer
to transfer information from any of the machine’s registers into
another one. Instructions referencing special registers of the machine,
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Fig. 2.15 Typical Instruction Formats

such as the accumulator or other special-purpose registers, may have a
special opcode.

After execution of the above nstruction, the contents of r will be
equal to the contents of r', The contents of r’ will not have been
modified by the read operation.

Every instruction must be represented internally in a binary format.
The above representation LD r.r’ 7’ is symbolic or mnemonic, It is
called the assembly-language representation of an instruction. It is
simply meant as a convenient symbolic representation of the actual
binary encoding for that instruction. The binary code which will repre-
sent this instruction mnside the memory is: 01 DD D SSS(bits0to 7).

This representation is still partially symbeolic. Each of the letters §
and D stands for a binary bit. The three D’s, “*D D D"’, represent the
three bits pomting to the desrination register. Three bits allow selection
of one out of eight possible registers. The codes for these registers ap-
pear in Figure 2.16. For example, the code for register Bis ‘000", the
code for register C is ““0 0 1", and so on.

Similarly, *‘5 § 8" represents the three bits pointing to the source
register. The convention here is that register r’ is the source, and that
register r is the destination. The placement of the bits in the binary
representation of an instruction is not meant for the convenience of the
programmer, but for the convenience of the control section of the
microprocessor, which must decode and execute the instruction. The
assembly-language representation, however, is meant for the conve-
nience of the programmer. It could be argued that LD r,r’ should really

RS

mean: ‘“Transfer contents of r into r’.”’ However, the convention has
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been chosen in order to maintain compatibility with the binary
representation in this case. It is naturally arbitrary.

Exercise 2,1: Write below the binary code which will transfer the con-
tents of register C into register B. Consult Fig. 2.16 for the codes cor-
responding to C and B.

Another simple example of a one-word instruction is:
ADDA,T

This instruction will result in adding the contents of a specified
register (r) to the accumulator (A). Symbolically, this operation may be
represented by: A = A + r. It can be verified in Chapter 4 that the
binary representation of this instruction is:

10000885

where § § S specifies the register to be added to the accumulator. Again,
the register codes appear in Figure 2.16.

Exercise 2.2: What is the binary code of the instruction which will add
the contents of register D to the accumulator?

CQDE REGISTER

0oc
00t
010
Gl
10¢0
i0i
110 |- {(MEMORY)
111 14

Lanu= ~N g B = B oo TR

Fig. 2.16: The Register Codes

A Two-Word Instruction
ADD A n
This simple two-word instruction will add the contents of the second

byte of the instruction to the accumulator. The contents of the second
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word of the instruction are said to be a “*literal.’’ They are data and are
treated as eight bits without any particular significance. They could
happen to be a character or numerical data. This is irrelevant to the
operation. The code for this instruction is;

110001 !0 ffollowed by the 8-bit byte **n"

This Is an immediate operation. “‘Immediate,’” in most programming
languages, means that the next word, or words, within the instruction
contains a piece of data which should not be inferpreted (the way an op-
code is). It means that the next one or two words are to be treated as a
literal,

The controf unit is programmed to “‘know’” how many words each
instruction has. It will, therefore, always fetch and execute the right
number of words for each instruction. However, the longer the possible
number of words for the instruction, the more complex it is for the con-
trol unit to decode,

A Three-Word Instruction
LD A, (nm}

The instruction requires three words. It means: “Load the ac-
cumulator from the memory address specified in the next two bytes of
the instruction.” Since addresses are 16-bits long, they require two
words. In binary, this instruction is represented by:

00111010: 8 bits for the opcode
Low address: 8 bits for the lower part of the address
High address: 8 bits for the upper part of the address

EXECUTION OF INSTRUCTIONS WITHIN THE Z80

We have seen that all instructions are executed in three phases:
FETCH, DECODE, EXECUTE. We now need to introduce some
definitions. Each of these phases will require several clock cycles. The
Z80 executes each phase in one or more logical cycles, called a
“‘machine cycle.” The shortest machine cycle lasts three clock cycles.

Accessing the memory requires three cycles for any operands, four
clock cycles for the initial fetch. Since each instruction must be fetched
first from the memory, the fastest instruction will require four clock
cycles. Most instructions will require more,

Each machine cycle 15 labeled as M1, M2, etc., and will require three
or more clock cycles, or *‘states,”” labeled T1, T2, eic.
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The FETCH Phase

The FETCH phase of an instruction is implemented during the first
three states of machine cycle M1; they are called T1, T2, and T3. These
three states are common to all instructions of the microprocessor, as all
instructions must be fetched prior to execution. The FETCH
mechanism 15 the following:

T1: PCOUT

The first step is to present the address of the next instruction to the
memory. This address is contained in the program counter (PC). As the-
first step of any instruction fetch, the contents of the PC are placed on
the address bus (see Figure 2.17). At this point, an address is presented
to the memory, and the memory address decoders will decode this ad-
dress 1n order to select the appropriate location within the memory.
Several hundred ns (a nanosecond is 107 second) will elapse before the
contents of the selected memory location become available on the out-

mramme

BATA BUS
A

1457, AES.
[/
¥ 7
B ¢
5 :
CONTROLLER - -
SEQUENCER " FUAGS

7
3
1 |F i 10 MEMORY
T, 7Tk APy DDRESS BUS

CONTROL
S16HALS

Fig. 2.17: Instruction Fetch—(PC) Is Sent to the Memory
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put pins of the memory, which are connected to the data bus. It is standard
computer design to use the memory read time to perform an operation
within the microprocessor. This operation 15 the Incrementation of the
program counter:

T2:PC = PC + |

While the memory is reading, the contents of the PC are incremented
by | {see Figure 2.18). At the end of state T2, the contents of the
memory are available and can be transferred within the micro-
Processor:

T3 : INSTinto IR

(LTI L T /////////f/[/\///% DATA BYS
&
P
Uil

CONTRBLLER

T n oA g

HyX

SEQUEHCER

1
t|F
7 Phaooress bus

{o4TRgL
5}

v | SICHALS

Fig 2.18: PC Is Incremented

The DECODE and EXECUTE Phases
During state T3, the instruction which has been read out of the

memory is deposited on the data bus and transferred into the instruc-
tion register of the Z80, from which point it is decoded.
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Fig, 2.19: The Instruction Arrives from the Memory into IR

it should be noted that state T4 of M1 will always be required. Once
the instruction has been deposited into IR during T3, it is necessary to
decode and execute it. This will require at least one machine state, T4.

A few instructions require an extra state of M1 (state T3). It will be
skipped by the processor for most instructions. Whenever the execution
of an instruction requires more than M1, i.e., M1, M2 or more cycles,
the transition will be directly from state T4 of M1 into state T1 of M2,
Let us examine an example. The detailed internal sequencing for each
example is shown in the tables of Figure 2.27. As these tables have not been
refeased for the Z80, the 8080 tables are used instead. They provide an in-
depth understanding of instruction execution.

LDD,C

This corresponds to MOV 1, 12 for the 8080. Refer to line { of Fig. 2.27.

By coincidence, the destination register in this example happens to be
named ‘D", The transfer is illustrated in Figure 2.20.

This 1nstruction has been described in the previous section. It
transfers the contents of register C, denoted by “C”, mto register D,

The first three states of cycle M1 are used to fetch the instruction
from the memory. At the end of T3, the instruction is in IR, the In-
struction Register, from which point it can be decoded (see Figure 2.19).

During T4: (§ S 8) » TMP.
The contents of C are deposited into TMP (See Figure 2.21).
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During T5: (TMP) » DDD.
The contents of TMP are deposited into D. This is shown in Figure 2.22.

D C
[ oooioool | 15boroono 1§
BEFORE
D J E i C
| 10001000 | 10001000 i
AFTER

Fig. 2.20: Transferring C into D
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Fig. 2.21: The Contents of C Are Deposited into TMP
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Fig. 2.22: The Contents of TMP are Deposited into DD

Execution of the instruction is now complete. The contents of
register C have been transferred into the specified destination register
D). This terminates execution of the instruction. The other machine
cycles M2, M3, Md, and M5 will not be necessary and execution stops
with MI.

It is possible to compute the duration of this instruction easily. The
duration of every state for the standard Z80 1s the duration of the clock:
500 ns. The duration of this instructon is the duration of five states, or
S x 500 = 2500 ns = 2.5 us. With a 400 ns clock, 5 x 400 = 2000 ns

= 2,0 us.

Question: Why does this instruction require two states, T4 and T3,
in order to transfer the contents C into D, rather than just one? It
transfers the contents of Cinto TMP, and then the contenis of TMP -
to D. Wouldn'r ir be sunpler to iransfer the contents of Cinro D direci-
Iy witiun a single state?

Answer: This i1s not possible because of the implementation chosen
for the internal registers. All the internal registers are, in fact, partof a
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single RAM, a read/write memory internal to the microprocessor chip.
Only one word may be addressed or selected at a time within an RAM
{single-port}. For this reason, it is not possible to both read and write
into, or from, an RAM at two different locations. Two RAM cycles are
required. It becomes necessary first to read the data out of the register
RAM, and store it in a temporary register, TMP, then, to write it back
into the final destination register, here D. This is a design inadeguacy.
However, this limitation is common to virtually all monolithic
microprocessors. A duai-port RAM would be required to solve the
problem. This limitation is not intrinsic to microprocessors and 1t normally
does not exist 1n the case of bit-slice devices. [t 15 a result of the constant
search for logic density on the chip and may be eliminated in the future.

Important Exercise:

At this point, it is highly recommended that the user review by him-
self the sequencing of this simple instruction before we proceed to more
complex ones. For this purpose, go back to Figure 2.14. Assemble a few
small-sized “‘symbols’® such as matches, paperclips, etc. Then move the
symbols on Figure 2.14 to simulate the flow of data from the registers
into the buses. For example, deposit a symbol into PC. T1 will move
the symbol contained in PC out on the address bus towards the
memory. Continue simulated execution in this fashion until you feel
comfortable with the transfers along the buses and between the
registers. At this point, you should be ready to proceed.

Progressively more complex instructions will now be studied:

ADD A, r

This instruction means: ‘‘Add the contents of register r (specified by
a binary code S S S) to the accumulator (A), and deposit the result in
the accumulator.” This is an mplicit instruction. It is called 1mplicit as
it does not explicitly reference a second register. The instruction expli-
citly refers only to register r. It implies that the other register involved
in the operation 1s the accumulator. The accumulator, when used in
such an implicit instruction, is referenced both as source and destuna-
tion. Data will be deposited in the accumulator as a result of this addi-
tion. The advantage of such an implicit instruction 1s that its complete
opcede is only eight bits in fength, It requires only a three-bit register
field for the specification of r. This is a fast way to perform an addition
operation.

Other implicit instructions exist in the system which will reference
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other specialized registers. More complex examples of such implicit in-
structions are, for example, the PUSH and POP operations, which will
transfer information between the top of the stack and the accumulator,
and will at the same time update the stack pointer (SP), decrementing it
or incrementing it. They implicitly manipulate the SP register.

The execution of the ADD A, rnstruction will now be examined in
detail. This instruction will require two machine cycles, M1 and M2, As
usual, during the first three states of M1, the instruction is fetched from
the memory and deposited in the IR register. At the beginning of T4, it
is decoded and can be executed. It will be assumed here that register B is
added to the accumulator. The code for the instruction will then be:
10000000 (the code for register B is 0 0 0). The 8080 equivalent is
ADD r.

T4: (S5 5) »TMP, (A} b ACT

D
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& [ DADRESS Bus
ConTsIL
| stenas

Fig. 2.23: Two Transfers Occur Simultaneously

Two transfers will be executed simultaneously. First, the contents of
the specified source register (here B) are transferred into TMP, i.e., to
the right input of the ALU (see Fig. 2.23). At the same time, the con-
tents of the accumulator are transferred to the temporary accumulator
(ACT). By inspecting Fig. 2.23, you will ascertain that those transfers
can occur in parallel. They use different paths within the system. The
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transfer from B to TMP uses the internal data bus. The transfer from
ACT uses a short internal path independent of this data bus. In order to
gain time, both transfers are done simultaneously. At this point, both
the left and the right input of the ALU are correctly conditioned. The
left input of the ALU is now conditioned by the accumulator contents,
and the right input of the ALU is conditioned by the contents of register
B. We are ready to perform the addition. We would normally expect to
see the addition take place during state TS of M 1. However, this state is
simply not used. The addition is not performed! We will enter machine
cycle M2. During state T1, nothing happens! It is only in state T2 of M2
that the addition takes place (refer to ADD r in Figure 2.27):

T2 of M2: (ACT) + (TMP) » A

The contents of ACT are added to the contents of TMP, and the
resuft is finally deposited in the accumulator. See Figure 2.24. The
operation is now complete.

SRR BATA BES

H3X N ‘ N
e
G NONERE
s | ¢ NN +
’§ by
7 £ 7
COHTROLLER - - N
SEQUEHCER
3P AN
R 3
e NS
N
. &
% |
v [ oapmRESS BUS
coutaey
D siens

Fig. 2.24: End of ADD r

Question: Why was the completion of the addition deferred until
state T2 of machine cycle M2, rather than taking place during state T5
of M1? (This is a difficult question, which requires an understanding of
CPU design. However, the technique involved 1s fundamental to clock-
synchronous CPU design. Try to see what happens.)
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Answer: This is a standard design ““trick” used in most CPU’s. i is
called “‘fetch/execute overlap.”” The basic tdea is the following: looking
back at Figure 2.23 it can be seen that the actual execution of the addi-
tion will only require the use of the ALU and of the data bus. In parti-
cular, it will not access the register RAM (register block). We (or the
control unit} know that the next three states which will be executed after
completion of any instruction will be T1, T2, T3 of machine cycle M1
of the next instruction. Looking back at the execution of these three
states, it can be seen that their execution will only require access (o the
program counter (PC} and use of the address bus. Access to the pro-
gram counter will require access to the register RAM. (This explains
why the same trick could not be used in the instruction LD r.r’.j [t is
therefore possible to use simultaneously the shaded area in Figure 2.17
and the shaded area in Figure 2.24.

The data bus is used during staie T1 of M| to carry status informa-
tion out. It cannot be used for the addition that we wish to perform,
For that reason, it becomes necessary to wait until state T2 before the
addition can be effectively carried out. This is what occurred in the
chart: the addition is completed during state T2 of M2. The mechanism
has now been explained. The advantage of this approach should now be
clear. Let us assume that we had implemented a straightforward
scheme, and performed the addition during state T5 of machine cycle

NN

BEAL
INSTRUCTION n: LIl 1 i2 % T3 l”‘ J:l T I 12 ll" END
|

%-— FETCH _*<—~wf——EXECU¥E—'4

INSTRUCTION N+ b+ o o oo o o [ ORET IR B { ——

pe——FETCH P £xceyTe -

] ]
! 1
} :
‘ H

OVERLAP |

i H
Fig. 2.25: FETCH-EXECUTE Overlap during T1-T2

MI. The duration of the ADD instruction would have been § x 500 =
2500 ns. With the overlap approach which has been implemented, once
state T4 has been executed, the next instruction is initiated. In a manner
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that ts invisible to this next instruction, the “clever’’ control unit will
use state T2 to carry out the end of the addition. On the chart T2 is
shown as part of M2, Conceptually, M2 will be the second machine cy-
cle of the addition. In fact, this M2 will be overlapped, 1.e., be identical
to machine cycle M1 of the next instruction. For the programmer, the
delay introduced by ADD will be only four states, i.e., 4 x 500 = 2000
ns, instead of 2500 ns using the ‘“‘straightforward’ approach. The
speed improvement is 500 ns, or 20%!

The overlap technique is illustrated on Figure 2.25. It is used when-
ever possible to increase the apparent execution speed of the micropro-
cessor. Naturally, it it not possible to overlap mn all cases. Required
buses or facilities must be available without conflict. The control unit
“*knows’’ whether an overlap is possible.

NOTES: 12. { the condition wai mat, the cantanis of the regiter
pair WZ are output on the address lines [Apsg) instead of

i The firgt memory cycle (M) is always an instruction the eantznts of the progeam counter (PC),

tetch; the first {or only] byte, contzining the op cade, is

fetched during this cycie,

2. # 1he READY input lrem memory s nat high during
T2 ot each memary cycie, the procenar will snter & wait
state {TWE untit READY is sampled as high.

3, States T4 and TS are preent, as required, for opers-
tiens which are completely internal to the CPU. The con-
tents of the internad but during T4 end TS ars available a1
the datz bus; this is designed for rasting purposes galy, An
X" denales that 1he state o prosent, but is anly used for
such internal operanions as instruction decoding,

4, Qnly reginter pairs:p = B {registers Band Clar rp= D
fregisters D and E} may be wpecified,

B, Thass states 3re skipped.

. Memory read sub-cyzles; #n sattruction or data wotd
will be read.

7. Memary write sub-evels.

8. The READY signal is 561 regud ed dhuteng the second
and thisd tut-cycles {2 and M3} The HOLD sgnal is
ateepted duning M2 and M3 The SYNC ngnal it nog gane-
sxted duning M2 and M3, During the execution of GAD,
12 snd 33 sre 1equired Tor an internal registerpair zdd;
mamaory 15 nat refezenged.

9. The resulis of these arithmetic, logical or 1o13te in-
sruclions are noi moved inlo the sccumulator LAJ until
sta12 T2 of the next instruction cycle. That is, A is loades
whits the next instruction iy being fetched; this overfapping
of aperations ailows far fzster procesting.

50, i the value of the lzasl signiticent 4-bits of the accumu-

Iator is greater than 9 ar i the guxilinry caery bt isset, 6

i3 added to the accumulator, i the value of the mast signifi-

cant 4bits of the accumuylator is now greater than S, or if
he carzy bit is sat, 6 iy added 10 the mas significan
4-bits of the accumulator,

11. This represents the first sub-cycle (the ingtruction
fetch} of the next insteuchion cycle,

13. if the condition was not mel, sub-cycles M4 and M5
are skipped; the processar instzzd proceeds immediately i
the instruction fesch {M1} of the nextinstructian cycle.
14, If the condition w2t nat met, sub-cycles M and M3
are skipped: the processor insiead rocoeds immediataly 10
the mstruetion fetch (M of the next insiruction cycls,
15. Stack zead sub-cycle.

18. Htack write wb-cycie,

17, CONCHTION cee
N2 ~ notiee (2=0) el

2 —rerof2=1] o

NC — ne carry [CY « O} il

T - arylCY=1} on

PO — parstyodd (P @) 100

PE — parsty even [F = §) im

P plus{S=§j 110

M o~ minus (S= 1) 111

18. 1O sub-eyele: the /0 port’s B-bit stect code it duplis
cated on sddrest lines 0-7 {47} and B15{Ag. st

19. Quiput suh-cycle.

20, The processor will remain idle in tha hal? fale untid

an islerrupt, 3 reses or 2 hald is accepted. When 3 hald re-
duest 1§ aceepted, the £PU entert the keid mode; dter the
holl mode o5 1erminsted, the processor returns to The halt
#ate. After 2 reset is accepied, the proctstor beqini execu-
tson at memory Iocanion zero. Alter an intesrupt 15 acoepied,
the processor exeeutes the initruction foreed onto the dits
bt fussally 2 restart instrection),
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Fig, 2.26: Intel Abbreviations
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Fig. 2.27: Intel Instruction Formats {continued)
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Fig. 2.27': Intel Instruction Formats {continued)
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Question: Would it be possible to go further using this scheme, and
to also use state T3 of M2 if we have to execute a longer instruction?

In order to clarify the internal sequencing mechanism, it is suggested
that you examine Figure 2.27, which shows the detailed instruction
execution for the 8080. The Z80 includes all 8080 instructions, and
more. The information presented in Figure 2.27 is not avaiiable for the
Z80. It is shown here for its educational value in understanding the in-
ternal operation of this microprocessor. The equivalence between Z80 and
8080 instructions is shown in Appendices F and G.

A more complex instruction will now be examined:

ADD A, (HL)

The opcode for this instruction is 10000110, This instruction means
““add to the accumulator the contents of memory location (HL)."” The
memory location is specified through a rather strange system. It is the
memory location whose address is contained in registers H and L. This
instruction assumes that these two special registers (HL} have been
loaded with contents prior to executing the instruction. The 16-bit con-
tents of these registers will now specify the address in the memory
where data resides. This data will be added to the accumulator, and the
result will be left in the accumulator,

This mstruction has a history. It has been supplied in order to pro-
vide compatibility between the early 8008, and its successor, the 8080.
The early 8008 was not equipped with a direct-memory addressing
capability! The procedure used to access the contents of the memory
was to load the two registers H and L, and then execute an instruction
referencing H and L. ADD A, (HL) is just such an instruction. it must
be stressed that the 8080 and the Z80 are not limited in the same way as
the 8008 in memory-addressing capability, They do have direct-memory
addressing. The facility for using the H and L registers becomes an
added advantage, not a drawback, as was the case with the 8008.

Let us now follow the execution of this instruction (it is called
ADD M for the 8080 and 1s the 16th instruction on Figure 2,27} States
T1, T2, and T3 of M1 will be used, as usual, to fetch the instruction.
During state T4, the contents of the accumulator are transferred to 1its
buffer register, ACT, and the left input of the ALU is conditioned,

Memory must be accessed in order to provide the second byte of data
which will be added to the accumulator. The address of this byte of
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data is contained in H and L. The contents of H and 1. will therefore
have to be transferred onto the address bus, where they will be gated to
the memory. Let us doit.

DATA BUS

|nm -n'mcj

INST. REG.

CONTROULER]

SEQUENCER

A
=
In%

1] . *
li

3
- 16 |¢ | TO MEMORY
T, T R AODRESS BUS

ouTRIL
V| stenLs

fr

Fig, 2.28: Transfer Contents of HL to Address Bus

During machine cycle M2, weread: HL OUT.H and L are deposited on
the address bus, in the same way PC used to be deposited there
previous instructions. As a remark, It has already been indicated
that during state T! statfus is output on the data bus, but no use of
this will be made here. From a simplified standpoint, it will require two
states: one for the memory to read its data, and one for the data to
becorne available and transferred onto the right input of the ALU,
TMP.

Both inputs of the ALU are now conditioned. The situation is analo-
gous to the one we were in with the previous instruction ADDA, 1: both
inputs of the ALU are conditioned. We simply have to ADD as before.
A fetch/execute overlap technique will be used, and, instead of exe-
cuting the addition within state T4 of M2, final execution is postponed
until state T2 of M3. It can be seen in Figure 2.27 that during T2 we in-
deed have: ACT + TMP—=A. The addition is finally performed, the
contents of ACT are added to TMP, and the result deposited into the
accumulator A.
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Question: What is the apparent execution time (to the programmer} for
this instruction? Using a 2.5 Mhz clock, is it 3.6 us? 2.8 us?

Another more compiex instruction will now be examined which is a
direct-memory addressing instruction ustng two invisible W and Z
registers:

LD A, {(nn)

The opcode s 00111010, The 8080 equivalent is LDA addr. As usual,
states T1, T2, T3 of M1 will be used to fetch the instruction from the
memory. T4 1s used, but no visible result can be described. During state
T4, the instruction is in fact decoded, The control unit then finds out
that it has to fetch the next two bytes of this instruction in order to ob-
tain the address from which the accumulator will be loaded. The effect
of this instruction is to load the accumulator from the memory contents
whose address is specified in bytes 2 and 3 of the instruction. Note that
state T4 is necessary to decode the instruction. It could be considered a
waste of time since only part of the state i1s necessary to do the
decoding. It 1s. However, this is the philosophy of clock-synchonous
logic, Because rmucroinstructions are used internally to perform the
decoding and execution, this is the penalty that has to be paid in return
for the advantages of microprogramming. The structure of this instruc-
tion appears in Figure 2.29.

K DA (B1) :GPCODE

wtl: (B2} {18-BIT
= ADDRESS =

w+2: (B3) \ADDRESS

Fig. 2.29: LD A, (ADDRESS)} Is a 3-Word Instruction

The next two bytes of instruction will now be fetched. They will
specify an address {see Figure 2.30}.
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Fig. 2.31: After Execationof LD A

Lh A
1002
(HEX)

{hex)

(3A}
(©2)
(19)

The effect of the instruction is shown in Figures 2.30 and 2.3 above.

Two special registers are available to the control unit within the Z80
(but not to the programmer). They are *“W' and “Z"’, and are shown

in Figure 2.28.
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Second Machine Cycle M2: As usual, the first 2 states, T1 and T2, are
used to fetch the contents of memory location PC. During T2, the pro-
gram counter, PC, is incremented. Sometime by the end of T2, data be-
comes available from the memory, and appears on the data bus. By the
end of T3, the word which has been fetched from memory address PC
{B2, second byte of the instruction} is available on the data bus. [t must
now be stored in a temporary register. It 1s deposited into Z: B2 & Z
(see Figure 2.32).

B2 s Z
ST —
1 um /
L7 d %
7 B3
pC
W//////’//////” ADDRESS
m Wm ADDRESS DECODER
780 —~ 280 MEMORY

Fig. 2.32: Second Byte of Instruction Goes into Z

Machine Cycle M3: Again, PC 1s deposited on the address bus, incre-
mented, and finally the third byte, B3, is read from the memory and de-
posited into register W of the microprocessor. At this point, i.e., by the
end of state T3 of M3, registers W and Z inside the microprocessor con-
tain B2 and B3, i.e., the complete 16-bit address which was originally
contained in the two words following the instruction in the memory.
Execution can now be completed. W and Z contain an address. This ad-
dress will have to be sent to the memory, in order to extract the data.
This 15 done in the next memory cycle:

Machine Cycle M4: This ime, W and Z are output on the address bus.
The 16-bit address is sent to the memory, and by the end of state T2,
data corresponding to the contents of the specified memory location
becomes available. It 15 finally deposited in A at the end of state T3.
This terminates execution of this instruction.
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This illustrates the use of an immediate mstruction. This instruction
required three bytes in order to store a two-byte explicit address. This
instruction also required four memory cycles, as it needed to go to the
memory three times in order to extract the three bytes of this three-
word instruction, plus one more memory access in order to fetch the
data specified by the address. It is a long instruction. However, it is also
a basic one for loading the accumulator with specified contents residing
at a known memory location. It can be noted that this instruction re-
quires the use of W and Z registers.

Question: Could this instruction have used other registers than W, Z
within the sysrem?

Answer: No. If this instruction had used other registers, for example
the H and L registers, it would have modified their contents. After ex-
ecution of this instruction, the contents of H and L would have been
lost. It is always assumed in a program that an instruction will not
modify any registers other than those it is explicitly using. An instruc-
tion loading the accumulator should not destroy the contents of any
other register, For this reason, it becomes necessary to supply the extra
two registers, W and Z, for the internal use of the control umt.

Question: Would it be possible to use PC instead of W and Z?

Answer: Positively not. This would be suicidai. The reader shouid ana-
lyze this.

One more type of instruction will be studied now: a franch or jump
instruction, which modifies the sequence in which instructions are
executed within the program. So far, we have assumed that instructions
were executed sequentially. Instructions exist which allow the pro-
grammer to jump out of sequence to another instruction within the
program, or in practical terms, to jump to another area of the memory
containing the program, or to another address. One such instruction is:

JP nn

This instruction appears on Line 18 of Figure 2.27* as *“JMP addr.”
Its execution will be described by following the horizontal line
of the Table. This is again a three-word instruction. The first word
is the opcode, and contains 11000011. The next two words contain the
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16-bit address, to which the jump will be made, Conceptually, the ef-
fect of this instruction is to replace the contents of the program counter
with the 16 bits following the “JUMP’ opcode. In practice, a some-
what different approach will be implemented, for reasons of efficiency.

As before, the first three states of M1 correspond to the instruction-
fetch, During state T4 the instruction 1s decoded and no other event is
recorded (X). The next two machine cycles are used to fetch bytes B2
and B3 of the instruction. During M2, B2 is fetched and deposited into
internal register Z. The next two steps will be implemented by the pro-
cessor during the next instruction-fetch, as was the case already with the
addition. They will be executed instead of the usual steps for 71 and T2
of the next instruction. Let us look at them.

The next two steps will be: WZ OQUT and (WZ) + | & PC. In other
words, the contents of WZ will be used instead of the centents of PC
during the next mstruction-fetch. The control unit will have recorded
the fact that a jump was being executed and will execute the beginning
of the next instruction differently.

The effect of these two extra states 1s the following:

The address placed on the address bus of the system will be the ad-
dress contained in W and Z. In other words, the next instruction wili be
fetched from the address that was contained in W and Z. This is effec-
tively a_jump. In addition, the contents of WZ will be incremented by |
and deposited 1n the program counter, so that the next instruction will
be fetched correctly by using PC as usual. The effect is therefore cor-
rect.

Question: Why have we not loaded the contents of PC directly? Why
use the intermediate W and Z registers?

Answer: It is not possible to use PC. If we had loaded the lower part
of PC(PCL) with B2, instead of using Z, we would have destroyed PC!
It would then have become impossible to fetch B3.

Question: Would it be possible to use just Z, instead of Wand Z?

Answer: Yes, but it would be slower. We could have loaded Z with
B2, then fetched B3, and deposited it into the high order half of PC
{PCH). However, it would then have become necessary to transfer Z in-
to PCL., before using the contents of PC. This would slow down the
process. For this reason, both W and Z should be used. Further, and in
order to save time, W and Z are not transferred into PC. They are
directly gated to the address bus in order to fetch the next instruction,
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Understanding this point is crucial to the understanding of efficient ex-
ecution of instructions within the microprocessor.

Question: (For the alert and informed reader only). What happens
in the case of an interrupt at the end of M3? (If instruction execution is
suspended at this point, the program counter points to the instruction
following the jump, and the jump address, contained in W and Z, will
be lost.}

The answer is left as an interesting exercise for the alert reader.

The detailed descriptions we have presented for the execution of
typical instructions should clarify the role of the registers and of
the internal buses. A second reading of the preceding section may
help in gaining a detailed understanding of the internal operation
of the Z80.

CLOCK § ] 5
AQ
30 1o 40 ADDRESS
8US {FUSHG ] 25 and BUS
CONTROL  |BUSAR a—o| 23 l1o s 4.

NAAL ——gd 17
NT —»] 1
MPU TIATT i 24
CONTRCL m - 18
RESET —=1 26 71015 DO DATA
{except 11) D7 BUS
MREQ -—] 19
M ——
MEMORY ) e 20
AND 110 it
D -2
CONTROL Wi " 02
BFSH i 78
29 "
GND +5V
POWER
Fig. 2.33: Z80 MPU Pinout
The Z80 Chip

For completeness, the signals of the Z80 microprocessor chip will be
examined here. It is not indispensable to understand the functions of

91



PROGRAMMING THE 280

the Z80 signals in order to be able to program it. The reader who is not
interested in the details of hardware may therefore skip this section.
The pinout of the Z80 appears on Fig. 2.33. On the right side of the
illustration, the address bus and the data bus perform their usual role,
as described at the beginning of this chapter. We will describe here the
function of the signals on the control bus. They are shown on the left of
Figure 2.33.

The control signals have been partitioned in four groups. They will
be described, going from the top of Figure 2.33 towards the bottom.

The clock input 1s @, The Z80 incorporates the clock oscillator within
the microprocessor chip. Only a 330-ohm pull-up resistor is necessary
externally. It is connected to the 0 input and to 5 volts. However, at 4
MHz, an external clock driver 1s required.

The two bus-controf signals, BUSRQ and BUSAK, are used to dis-
connect the Z80 from its busses. They are mainly used by the DMA,, but
could also be used by another processor in the system. BUSRQ is the
bus-request signal. It is issued to the Z80. In response, the Z80 will place
its address bus, data bus, and tristate output control signals in the high-
impedance state, at the end of the current machine cycie. BUSAK 1s the
acknowiedge signal issued by the Z80 once the busses have been placed
in the high-impedance state.

Six 780 controf signals are related to its internal status or to its se-
quencing:

INT and NMI are the two interrupt signals. INT is the usual interrupt
request. Interrupts will be described in Chapter 6. A number of in-
put/output devices may be connected to the INT mterrupt line. When-
ever an interrupt request is present on this line, and when the internal
interrupt enable flip-flop (IFF) is enabled, the Z80 will accept the inter-
rupt (provided the BUSRQ is not active). It will then generate an
acknowledge signal: IORQ (issued during the M1 state). The rest of the
sequence of events 1s described m Chapter 6.

NMI is the non-maskabie interrupt. It is always accepted by the Z30,
and it forces the Z80 to jump to location 0066 hexadecimal. It too is
described in Chapter 6. (It also assumes that BUSRQ is not active.)

WAIT is a signal used to synchronize the Z80 with slow memory or
input/output devices. When active, this signal indicates that the
memory or the device 1s not yet ready for the data transfer. The Z80
CPU will then enter a special wait state until the WAIT signal becomes
inactive. It will then resume normal sequencing.

HALT 1s the acknowledge signal supplied by the Z80 after it has ex-
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ecuted the HALT instruction. In this state, the Z80 waits for an exter-
nal interrupt and keeps executing NOPs to continually refresh memory.

RESET is the signal which usually initializes the MPU. It sets the
program counter, register I and R to ‘0", It disables the interrupt
enable flip-flop and sets the interrupt mode to *0”". It is normally used
after power is applied to the board.

Memory and 1/0 Control

Six memory and 1/0 control signals are generated by the Z80. They are:
MREQ is the memory request signal. It indicates that the address pres-
ent on the address bus is valid. A read or write operation can then be
performed on the memory.

M1 is machine cycle 1. This cycle corresponds to the fetch cycle of an
instruction.

IORQ is the input/output request. It indicates that the /0 address
present on bits 0-7 of the address bus is valid, An 1/0 read or write
operation can then be carried out. IORQ is also generated together with
M1 when the Z80 acknowledges an interrupt. This information may be
used by external chips to place the interrupt response vector on the data
bus. (Normal 170 operations never occur during the M1 state. The
combination IORQ plus M1 indicates an interrupt-acknowledge situa-
tion.)

RD is the read signal.* It indicates the Z80 is ready to read the con-
tents of the data bus into an internal register. It can be used by any ex-
ternal chip, whether memory or 170, to deposit data onto the data bus.

WR is the write signal.” It indicates that the data bus holds valid
data, ready to be written into the specified device.

RFSH is the refresh signal. When RFSH is active, the lower seven
bits of the address bus contain a refresh address for dynamic memories.
The MREQ signal is then used to perform the refresh by reading the
memory.

HARDWARE SUMMARY

This completes our description of the internal organization of the
Z80. The exact hardware details of the Z80 are not important here.
However, the role of each of the registers is important and shouid be
fully understood before proceeding to the next chapters. The actual in-
structions available on the Z80 will now be introduced, and basic pro-
gramming techniques for the Z80 will be presented.

*used in conjunction with MREQ or IOREQ,
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3
BASIC PROGRAMMING
TECHNIQUES

INTRODUCTION

The purpose of this chapter is to present the basic techniques neces-
sary in order to write a program using the Z80, This chapter wiil intro-
duce new concepts such as register management, loops, and sub-
routines. It will focus on programming techmques using only the nter-
nal Z80 resources, i.e., the registers. Actual programs will be de-
veloped, such as arithmetic programs. These programs will serve to il-
justrate the various concepts presented so far and will use actual in-
structions. Thus, it will be seen how instructions may be used to
manipulate the information between the memory and the MPU, as well
as to manipulate information within the MPU itself. The next chapter
will then discuss in complete detail the instructions available on the Z80.
Chapter 5 will present Addressing Techniques, and Chapter 6 will pre-
sent the technigues available for manipulating information outside the
Z80: the Input/Ourput Technigues.

In this chapter, we will essentially learn by ““doing.”” By examining
programs of increasimg complexity, we will learn the role of the various
instructions, of the registers, and we will apply the concepts developed
so far. However, one important concept will not be presented here; it is
the concept of addressing techniques. Because of its apparent complexi-
ty, it will be presented separately in Chapter 5.

Let us immediately start writing some programs for the Z80. We will
start with arithmetic programs. The “programmer’s model’’ of the Z80
registers 15 shown in Figure 3.0.
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MAIN SET ALTERNATE SET
A F i s
{ {accumulaior) {flogs} A F
1800) 3 C (001} g [
GEMNERAL—
010 D E [©1; [ £ PURFOSE
REGISTERS
(300) H L (101} H I
i R
{interrupt vecior)] {mem refresh)
X INDEX
ty REGISTERS
SP
{stack ponter)
PC
{pregram counler)
Fig. 3.0: The Z80 Registers
ARITHMETIC PROGRAMS

Arnithmetic programs include addition, subtraction, muitiplication,
and division. The programs presented here will operate on integers.
These integers may be positive binary integers or may be expressed in
two’s complement notation, in which case the left-most bit is the sign
bit (see Chapter 1 for a description of the two’s complement notation).

8-Bit Addition

We will add two 8-bit operands called OP1 and OP2, respectively
stored at memory address ADRI, and ADR2. The sum will be called
RES and will be stored at memory address ADR3. This is illustrated in
Figure 3,1. The program which will perform this addition is the follow-

ing:

Instructions

LD A,(ADRD)
LD HL,(ADR2)

ADD A, (HL)

LD (ADR3) A

Comments

LOAD OPIINTOA

LOAD ADDRESS OF OP2 INTO HL
ADD GP2 TO QP!

SAVE RESULT RES AT ADR3
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MEMORY

\/\/\/\/\/

ADR} ——im ol (FIRST OPERAND)
ADR2 et op2 (SECOND OPERAND)
YK ——— RES (RESULT)

ADDRESSES /\/\/\\/\/\

¥ig. 3.1: Eight-Bit Addition RES = OP1 + OP2

This is our first program. The instructions are listed on the left and
comments appear on the right. Let us now examine the program. Itisa
four-instruction program. Each line is called an instruction and is ex-
pressed here in symbolic form. Each such instruction will be translated
by the assembler program into one, two, three or four binary bytes. We
will not concern ourselves here with the translation and will only look at
the symbolic representation,

The first line specifies loading the contents of ADRI into the accu-
mulator A. Referring to Figure 3.1, the contents of ADRI are the first
operand, *OP1’". This first instruction therefore results in transferring
OP1 from the memory into the accumuiator. This is shown in Figure
3.2. “ADRI” is a symbolic representation for the actual 16-bit address
in the memory. Somewhere else in the program, the ADRI symbol will
be defined. It could, for example, be defined as being equal to the ad-
dress “100".

This load instruction will result in a read operation from address 100
(see Figure 3.2), the contents of which will be transferred along the data
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280 MERORY

DAIA BUS
001 i
'

'

[l

H

(ADR1)

 —

ADORESS BUS

Fig. 3.2: LD A, (ADR1): OP1 s I oaded from Memory

bus and deposited inside the accumulator. You will recall from the pre-
vious chapter that arithmetic and logical operations operate on the
accumulator as one of the source operands. (Refer to the previous
chapter for more details.) Since we wish to add the two values OP1 and
OP2 together, we must first {oad OP1 nto the accumulaior. Then, we
will be able to add the contents of the accumulator, ie., add OP1 1o
OP2. The right-most field of this instruction is called a comment {ield.
{t is ignored by the assembler program at translation time, but is pro-
vided for program readability. In order to understand what the pro-
gram does, it is of paramount nmportance to use good comments. This
1s called documenting a program.

Here the comment is self-explanatory: the value of QPI, which is
located at address ADRI, is loaded into the accumulator A.

The result of this first instruction is illustrated by Figure 3.2. The
second instruction of our program is:

LD HL, (ADR2)

1t specifies: ““Load from (ADR2) into registers H and L.”’ In order
to read the second operand, OP2, from the memory, we must first place
its address into a register pair of the Z80, such as H and L. Then, we
can add the contents of the memory location whose address is in H and
L to the accumulator.

ADD A, (HL)

Referring to Figure 3.1, the contents of memory location ADR2 are
OP2, our second operand. The contents of the accumulator are now
OP1, our first operand. As a result of the execution of this instruction,
OP2 will be fetched from the memory and added to OPI. This is il-
tustrated in Figure 3.3
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DATA BUS

(-

ADR?

TADR 2}

ADOGRESS BUS

Fig. 3.3: ADD A, (HL)

The sum will be deposited in the accumulator. The reader will
remember that, in the case of the Z80, the results of the arithmetic oper-
ation are deposited back into the accumulator. In other processors, it
may be possible to deposit these results in other registers, or back into
the memory.

The sum of OP1 and OP2 is now contained in the accumulator. To
complete our program, we simply have to transfer the contents of the
accumulator into memory focation ADR3, in order to store the results
at the specified location. This is performed by the fourth instruction of
our program:

LD (ADR3), A

This instruction loads the contents of A into the specified address
ADR3. The effect of this final instruction 1s illustrated by Figure 3.4,

280 MEMDRY
:>..-_____I
""" 1
DATABUS i
Fa
$ 1
1
a RIS : 1
0
H 1
\JI
apri | RES: L
£a0R3

ADBRISS DUk

Fig. 3.4: LD (ADR3), A (Save Accumauiator in Memory)
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Before execution of the ADD operation, the accumulator contained
OP!1 (see Figure 3.3). After the addition, a new result has been written
into the accumulator. It is “OP1 + QP2 Recall that the contents of
any register within the microprocessor, as well as any memory location,
remain the same after a read operation has been performed on this
register. In other words, reading the contents of a register or memory
location does not change its contents. It is only, and exclusively, a wrire
operation into this register location that will change its contents. In this
example, the contents of memory locations ADR1 and ADR2 remain
unchanged throughout the program. However, after the ADD instruc-
tion, the contents of the accumulator will have been modified, because
the output of the ALU has been written into the accumulator. The
previous contents of A are then lost.

Actual numerical addresses may be used instead of ADRI, ADR2,
and ADR3. In order to keep symbolic addresses, it will be necessary to
use so-cailed *‘pseudo-instructions’ which specify the value of these
symbolic addresses, so that the assembly program may, during transla-
tion, substitute the actual physical addresses. Such pseudo-instructions
could be, for example:

ADRI1 = 100H
ADRZ = 120H
ADR3 = 200H

Exercise 3.1: Now close this book. Refer only to the list of instructions
at the end of the book. Write a program which will add two numbers
stored at memory locations LOC! and LOC2. Deposit the results at
memory location LOC3. Then, compare your program to the one
above.

16-Bit Addition

An B-bit addition will only allow the addition of 8-bit numbers, i.e.,
numbers between 0 and 255, if absolute binary is used. For most prac-
tical applications it is necessary to add numbers having 16 bits or more,
.., to use multiple precision. We will here present examples of arith-
metic on 16-bit numbers. They can be readily extended to 24, 32 bits or
more (always muftiples of 8 bits). We will assume that the first operand
1s stored at memory locations ADR1 and ADRI-1. Since OP1 is a 16-bit
number this time, it will require two 8-bit memory locations. Similariy,
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OP?2 will be stored at ADR2 and ADR2-1. The result s 10 be deposited
at memory addresses ADR3 and ADR3-1. Tlus 1s Hustrated m Iigure
3.5. H indicates the hugh hall (bits 8 through 15), while 1. mdicanes the
tow halt (bus 0 through 7h

MEMORTY

ADRY - 1 {OPHH
ADRI (OP1 R

ADR7 - 1 {QP2H
ADRZ {oP2)L
ADR3 | {RESH
ADRY (RES%

Fig. 3.5: 16-Bit Addition—The Operands

The logic of the program is exactly like the previous one. First, the
lower half of the two operands will be added, since the microprocessor
can only add on 8 bits at a time. Any carry generated by the addition of
these low order bytes will automatically be stored in the internal carry
bit (*‘C"). Then, the high order half of the two operands will be acdded
together along with any carry, and the result will be saved in the
memory. The program appears below:

LD A,(ADRD 1.OAD LOW HALF OF OPI

LD HL, ADR2 ADDRESS OF L.LOW HALF OF OF2
ADD A, (HL}, ADD OPl AND OP2 L.OW

LD (ADR3), A STORE RESULT, LOW

LD A, (ADRI-1) LOAD HIGH HALF OF OPI

DEC HL ADDRESS OF HIGH HALF OF OP2
ADC A, (HL) {OP! + OP2) HIGH + CARRY

LD (ADR3-1}, A STORE RESULT, HIGH
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The first four instructions of this program are identical to the ones
used for the 8-bit addition in the previous section. They result in adding
the least significant haives (bits 0-7) of OP1 and OP2. The sum, called
“RES” 15 stored at memory location ADR3 (see Figure 3.5).

Automatically, whenever an addition is performed, any resulting
carry (whether *“0’" or “*1"’) s saved in the carry bii C of the flags
register (register F). If the two numbers do generate a carry, then the C
bit will be equal to *“1”” (it will be set}. If the two 8-bit numbers do not
generate any carry, the value of the carry bit will be 0",

The next four instructions of the program are essentially like those
used in the previous 8-bit addition program. This time they add
together the most significant half (or high half, i.e., bits 8-15) of OP1
and OP2, plus any carry, and store the result at address ADR3-1.

After execution of this 8-instruction program, the 16-bil result is
stored at memory locations ADR3 and ADR3-{, as specified. Note,
however, that there 15 one difference between the second half of this
program and the first half, The “ADD" istruction which has been
used is not the same as in the first half. In the first half of this program
(the 3rd instruction}, we had used the “ADD* instruction. This instruc-
tion adds the two operands, regardless of the carry. in the second half,
we use the “ADC” instruction, which adds the two operands together,
plus any carry that may have been generated. This is necessary in order
to obtain the correct result. The addition initially performed on the low
operands may result in a carry. Such a possible carry must be taken into
account in the second half of the addition.

The question which comes naturally then is: what if the addition of
the high half of the operands also results in a carry? There are two pos-
sibilities: the first one is to assume thal this is an error. This program is
then designed to work for results of only up to 16 bits, but not 17. The
other one is to include additional instructions to test explicitly for the
possibility of 4 carry at the end of this program. This is a choice which
the programmer must make, the first of many choices.

Note: we have assumed here that the high part of the operand is
stored “*on top of"" the lower part, i.e., at the lower memory address.
This need not necessarily be the case. In fact, addresses are stored by
the ZB0 in the reverse manner: the low part is first saved in the memory,
and the high part 1s saved in the next memory location. In order to use a
common convention {or both addresses and data, it is recommended
that data also be kept with the low part on top of the high part. This is
ilustrated in Figure 3.6.
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FAERORY

ADRY

{OPLL

ADR1 + 7

{OP1IM

ADRY

(OF23L

ADRT+ |

{OP23H

{RESW

ADRE+ 3

Fig. 3.6: Storing Operands in Reverse Order

When operating on multibyte operand, it is important to keep in mind

two essential conventions:

—the order in which data is stored in the memory.
——where data pointers are pointing: low byte or high byte.
Exercises 3.2 and 3.3 are designed to clarify this point.

Exercise 3.2: Rewrite the 16-bu additnton program above with the

memory layout indicated in Figure 3.6.

Exercise 3.3: Assume now that ADR|1 does not pownt to the lower half

of OPI (as in Figures 3.5 or 3.6), but points to the higher part of OPI.
This is illustrated in Figure 3.7. Again, write the corresponding pro-

gram.
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MEMORY
ADRI (OP1)L
— ADR! (OP1H
ADR2-1 (oP2)L
— ADRZ (OP2)H
ADR31 (RESN
i ADR3 (RESIH

Fig. 3.7: Pointing to the High Byte

It is the programmer, i.e., you, who must decide how to store 16-bit
numbers (i.e., low part or high part first) and also whether your address
references point to the lower or to the higher half of such numbers. This
is another choice which you will learn to make when designing
algorithms or data structures.

The programs presented above are traditional programs, using the
accumulator. We will now present an alternative program for the 16-bit
addition that does not use the accumulator, but instead uses some of
the special 16-bit instructions available on the Z80. Operands will be
assumed to be stored as indicated in Figure 3.5. The program is:

LD HL,(ADRI) LOAD HL WITH OP1
LD BC, (ADR2) LOAD BC WITH OP2
ADD HL, BC ADD 16 BITS

LD (ADR3), HL STORE RES INTO ADR3

Note how much shorter this program is, compared (0 our previous ver-
sion. It is more *‘elegant.”” In a limited manner, the Z80 allows registers
H and L to be used as a 16-bit accumulator.
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Exercise 3.4: Using the 16-bit instructions which have just been intro-
duced, write an addition program for 32-bit operands, assuming that
operands are stored as shown in Figure 3.8. (The answer appears
below.)

Answer :

LD HL, (ADRI)
LD BC, (ADR2)
ADD HL, BC

LD (ADR3)

LD HL, (ADR1+2)
LD BC, (ADR2+2)
ADC HL, BC

LD (ADR3+2)

MEMORY

ADR1 +3 HIGH
OPR1

ADRI1 LOW
HIGH

OPR2

ADR2 LOW
HIGH

RES

ADR3 LOW

Fig. 3.8: A 32-Bit Addition
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Now that we have learned to perform a binary addition, let us turn to
subtraction.

Subtracting 16-Bit Numbers

Doing an 8-bit subtract would be too simple. Let us keep it as an ex-
ercise and directly perform a 16-bit subtract. As usual, our two num-
bers, OP1 and OP2, are stored at addresses ADRI and ADR2. The
memory layout will be assumed to be that of Figure 3.6. In order to
subtract, we will use a subtract operation (SBC) instead of an add
operation (ADD).

Exercise 3.5: Now write a subtraction program.

The program appears below. The data paths are shown in Figure 3.9.

LD HL, (ADR1]) OP1 INTO HL
LD DE, (ADR2) OP2 INTO DE
AND A CLEAR CARRY
SBC HL, DE OP1 — OP2

LD (ADR3),HL RES INTO ADR3

The program is essentially like the one developed for 16-bit addition.
However, the Z80 instruction-set has two types of additions on double
registers: ADD and ADC, but only one type of subtraction: SBC.

As aresult, two changes can be noted.
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MEMORY
H 5
[OPHH (el T8
i {oPI% ADRS
{OP1H ADRY + |

Fig. 3.9: 16-Bit Load — LD HL, (ADR1)

A first change is the use of SBC instead of ADD.

The other change 1s the “‘AND A’ instruction, used to clear the carry
flag prior to the subtraction. This instruction does not modify the value
of A.

This precaution is necessary because the Z80 is equipped with two
modes of addition, with and without carry on the H and L register, but
with only one mode of subtraction, the SBC mstruction of “*subtract
with carry” when operating on the HL register pair. Because SBC auto-
matically takes into account the value of the carry bit, # must besetio 0
prior 1o starting the subtraction. This is the role of the "AND A™ in-
struction.

Exercise 3.6: Rewrite the subtraction program withowy usiig  the
specialized 16-bit instruction.,
Exercise 3.7: Write the subtract program for 8-bu operands.

It must be remembered that in the case of two's complement arithme-
ug, the final value of the carry flag has no meaming. [f an overflow con-
dition has occurred as a result of the subtraction, then the overilow bit
(b1t V) of the Hags register will have been set. 1t can then be tested.
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The examples just presented are simple binary additions or subtrac-
tions. However, another type of arithmetic may be necessary; it 1s BCD
arithmetic.

BCD ARITHMETIC
8-Bit BCD Addition

The concept of BCD arithmetic has been presented in Chapter 1. Let
us recall its features. It is essentially used for business applications
where it is imperative to retain every significant digit in a result. In the
BCD notation, a 4-bit nibble is used to store one decimal digit (0
through 9). As a resuit, every 8-bit byte may store two BCD digits.
(This is called packed BCD). Let us now add two bytes each containing
two BCD digits,

In order to dentify the problems, let us try some numeric examples

first.
Let us add “*01°" and **027’:

““01”* is represented by: 0000 0001
102" is represented by: 0000 0010

The result is; 0000 0011

This 15 the BCD representation for **03"". (It you feel unsure of the
BCD equivalent, refer to the conversion table at the end of the book.j
Everything worked very simply in this case. Let us now try another ex-
ample.

08" 1s represented by 0000 1060
03" 15 represented by 0000 0011

Exercise 3.8: Compute the sum of the two numbers above in the BCD
representation, What do you obtain? {answer follows)

if you obtain **0000 1011"", you have computed the binary sum of 8
and 3. You have indeed obtained 11 in binary, Unfortunately, *1011°""
is an iflegal code in BCD. You should obtain the BCD representation of
117, ie., 0001 000T!

The problemn stems from the fact that the BCD representation uses
only the first ten combinations of 4 digits in order to encode the decimal
symbols 0 through 9. The remaining six possible combinations of 4
digits are unused, and the illegal **10}1"" is one such combination. In
other words, whenever the sum of two BCD digits is greater than 9,
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then one must add 6 to the result in order to skip over the 6 unused
codes.
Add the binary representation of ‘6" to 1011:

1011 (illegal binary resulf)
+ 0110 {+6}

The result is: 0001 0001

This is, indeed, **11"" in the BCD notation! We now have the correct
result.

This example illustrates one of the basic difficulties of the BCD
mode. One must compensate for the six missing codes. A special in-
struction, “DAA™, called “*decimal adjust,” must be used to adjust the
result of the binary addition. (Add 6 if the result is greater than 9.)

The next problem is illustrated by the same example. In our example,
the carry will be generated from the lower BCD dignt (the right-mosi
onet into the lefl-most one. This internal carry must be taken into ac-
count and added to the second BCD digit. The addition astruction
takes care of this automatically. However, it s often convenient to
detect this internal carry from bit 3 to bt 4 (the “*half-carry™). The H
flag is provided for this purpose.

As an example, here is a program to add the BCD numbers 11" and
227

LD A, lIH LOAD LITERAL BCD ‘i1’
ADD A, 22H ADD LITERAL BCD 22’
DAA DECIMAL ADJUST RESULT
LD (ADR), A STORE RESULT

In this program, we are using a new symbol ““H”'. The “H" sign
within the operand field of the instruction specifies that the data it
follows 15 expressed in hexadecimal notation. The hexadecimal and the
BCD representations for digits **0"’ through "*9°" are identical. Here we
wish to add the literals {or constants} ““11°" and “22’'. The result is
stored at the address ADR. When the operand is specified as part of the
instruction, as it is in the above example, this is called immediate ad-
dressing. (The various addressing modes will be discussed in detail in
Chapter 5.) Storing the result at a specified address, such as LD (ADR), A
is called absolute addressing when ADR represents a 16-bit address.
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MEMORY

ADR
[RESULY) {ADR)

Fig. 3.10: Storing BCD Digits

This program is analogous to the 8-bit binary addition, but uses a
new instruction: ““DAA’’. Let us illustrate its role in an example. We
will first add ‘11"’ and *'22°" 1n BCD:

00010001 (1D
+ 00100010 (22)

= Q0110011 (3%
v\‘w-'

3 3
The result is correct, using the rules of binary addition.
Let us now add “*22" and *'39"", by using the rules of binary addi-

tion: 00100010 (22)
+ 00111001 (39)

= 01011011

A i Pl

5 7

10117 is an illegal BCD code. This is because BCD uses only the
first 10 binary codes, and “‘skips over’' the next 6. We must do the
same, t.e. add 6 to the result:

01011011 (bmary resulr)
s 0110 (6

= 01100001 (6I)
.

& i
This is the correct BCD result.
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Exercise 3.9 Could we imove the DAA instruction in the program after
the msirucrion LD (ADR), A?

BCD Subtraction

BCD subtraction is, in appearance, complex. In order to perform a
BCD subtraction, one must add the ren’s complement of the number,
just as one adds the two's complement of a number to perform a binary
subtract. The ten’s complement is obtamned by computing the comple-
ment io 9, then adding 17, This requires typically three to four opera-
tons on a standard microprocessor. However, the Z80 1s equipped with
a powerful DAA nstruction which simplifies the program.

The DAA instruction automatically adjusts the value of the resuit in
the accumulator, depending on the value of the C, H and N flags before
DAA., to the correct value, (See the next chapter for more details on
DAAL

16-Bit BCD Addition

16-bit addition is performed just as simply as in the binary case. The
program for such an addition appears below:

LD A, (ADRD LOAD (OPD L INTO A

LD HL,(ADR2) LOAD ADRZ INTO HL

ADD A {(HD) (OP1 + OP2) LOW

DAA DECIMAL ADJUST

LD (ADR3), A STORE (RESULT) LOW

LD A,(ADRI + 1 LD(OPIYHINTO A

INC HL POINT TO ADR2 + |

ADC A (HL) (OF1 + OP2Y HIGH + CARRY
DAA DECIMAL ADJUST

LD (ADR3 + 1), A  STORE (RESULTY HIGH

Packed BCD Subiract

Elementary BCD addition and subtraction have been described.
However, 1t actual practice, BCD numbers :nclude any number of
bytes. As a sumplified example of a packed BCD subtract, we will
assume that the two numbers NI and N2 include the same number of
BCD bytes. The aumber of bytes is called COUNT. The register and
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memory allocation is shown in Figure 3.11. The program appears
below:

BCDPAK LD B, COUNT

LD DE, N2
LD HL, NI
AND A CLEAR CARRY
MINUS LD AL {DE) N2 BYTE
SBC A, (HL;j N2 - NI
DAA
LD  (HL} A STORE RESULT
INC DE
INC HL
DINZ MINUS DEC B, LOOP UNTIL B = 0.
B COUNT
. E N N2
D NZ o
l COUNT
T L
H r\:i

Y

Ni

Fig. 3.11: Packed BCD Subtract: N1-e— N2 - N1

N1 and N2 represent the addresses where the BCD numbers are stored.
These addresses will be loaded 1n register pairs DE and HL:

BCDPAK LD B, COUNT
LD DE, N2
LD HL, NI
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Then, in anticipation of the first subtraction, the carry bit must be
cleared. [t has been pointed out that the carry bit can be cleared in a
number of equivalent ways. Here, for example, we use;

AND A
The first byte of N2 15 loaded into the accumulator, then the first byte
of N1 is subtracted from it. The DAA instruction is then used, to obtain
the correct BCD value:

MINUS LD A, (DE)

SBC A, (HL)
DAA
The result is then stored into NI:
LD {HLj, A
Finally, the pointers to the current byte are incremented:
INC DE
INC HL

The counter is decremented and the subtraction loop is executed until it
reaches the value “*0"";

DINZ MINUS

The DINZ mmstruction is a special Z80 instruction which decrements
register B and jumps if il 1s not zero, i a single mnstruction,

fxercise 3.10: Compare the program above 1o the one for the 16-bit
binary additton. What 15 the difference?

Exercise 3.11: Can you exchange the roles of DE and HL? (tHint: Be
careful wih SBC.}

Exercise 3.12: Write the subtraction program for a 16-hit BCD.

BCD Flags

In BCD mode, the carry flag set as the result of an addition indicates
the fact that the result is larger than 99. This is not like the two’s com-
plement situation, since BCD digits are represented in true binary. Con-
versely, the presence of the carry flag after a subtraction indicates a
borrow.

Instruction Types

We have now used two types of microprocessor instructions. We
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have used LD, which loads the accumulator from the memory address,
or stores s contents at the specitied address, This is a data rransfer in-
struction.

Next, we have used arirhunetie instructions, such as ADD, SUB,
ADC and SBC. They perform addition and subtraction operations.
More ALU insiructtons will be introduced soon in this chapter,

Still other types ol instructions are available within the micropro-
cessor which we have not used yet, They are in parucular “jump’” in-
structions, which will modify the order i which the program 15 being
execuled. This new type of instruction will be mtroduced in our next ex-
ample. Note that jump instructions are often called **branch’ for con-
ditional situations, 1.e. mstances where there is a logical choice i the
program. The “branch™ derives its name from the analogy 10 a tree,
and implies a lork 1n the representation of the program.

MULTIPLICATION

Let us now examine a more complex arithmetic problem: the mults-
plication of binary numbers. In order to introduce the algorithm for a
binary multiplication, fet us start by examining a usual decimal mult-
plication: We will multiply 12 by 23,

12 (Multiplicand)
X 23  (Multiplier)

36 (Partial Product)
+ 24

= 276 {(Final Result)

The multiplication is performed by multiplying the right-most digit of
the multiplier by the multiplicand, i.e., *“3’" x **12”". The partial prod-
uct is “36'". Then one multiplies the next digit of the multiplier, i.e.,
“2 by 12", 247 is then added to the partial product.

Rut there is one more operation: 24 is gffser (o rhe left by one posi-
tion. We will say that 24 is shifted left by one position. Equivalently, we
could have said that the partial product {36} had been shifted one post-
tion to the right before adding.

The two numbers, correctly shifted, are then added and the sum 13
276. This is simpie. The binary multiplication is performed in exactly
the same way.
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Let us look at an example. We will multiply § x 3;

(5} 101 (MPD}
(3) x 01l (MPR)
101 (PP
101
000

(155 01l (RES)

In order to perform the multiplication, we operate exactly as we did
above. The formal representation of this algorithm appears in Figure
3-12. It 1s-a flowchart for the algorithm, our first flowchart. Let us ex-
amine 1t more closely.

i

SET RESULT TO ZERO

[ves

RESULT =
RESULT <+ MPD

|

LEFT SHIFT {1} MFD
OR RIGHT SHIET {1} RES

:

NEXT (5B (MAPR}

DONE FOR 8 BiTS?

YES

DNE
Fig, 3.12: The Basic Multiplication Algorithm—Flowchart
This flowchart is a symbolic representation of the algorithm we have

Just presented. Every rectangle represents an order to be carried out. It
will be translated into one or more program instructions. Every
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diamond-shaped symbol represents a test being performed. This will be
a branching point in the program. If the test succeeds, we will branch to
a specified location. If the test does not succeed, we will branch to
another location. The concept of branching will be explained later, in
the program itself. The reader should now examine this flowchart and
ascertain that it does indeed exactly represent the algorithm which has
been presented. Note that there is an arrow coming out of the last dia-
mond at the bottom of the flowchart, back to the first diamond on top.
This is because the same portion of the flowchart will be executed eight
times, once for every bit of the multiplier. Such a situation, where ex-
ecution will restart at the same point, is called a programn loop for ob-
viQus reasons,

Exercise 3.13: Multply ©4°" by 7" 1 binary, using the flowchart, and
verifv that vou obtain “'28". If you do not, try again. It s only if vou
obtain the correct result that you are ready to translate this flowchart
info a program.

8-By-8 Multiplication

Let us now translate this flowchart into a program for the Z80. The
complete program appears in Figure 3.13. We are going to study it in
detail. As you will recall from Chapter 1, programming consists here of
transtating the flowchart of Figure 3.12 o the program of Figure
3.13. Each of the boxes in the flowchart will be translated by one or
more mnstructions.

1t 15 assumed that MPR and MPD aiready have a value.

MPY88 LD BC,(MPRAD} LOAD MULTIPLIER INTO C

LD B.8 B IS BIT COUNTER

LD DE,{MPDAD} LOAD MULTIPLICAND INTO E

LD D,0 CLEARD

LD HL,0 SET RESULT TO 0
MULT SRL C SHIFT MULTIPLIER BIT INTO

CARRY

JR NC, NOADD TEST CARRY

ADD HL,DE ADD MPD TO RESULT
NOADD SLA E SHIFT MPD LEFT

RL D SAVEBITIND

DEC B DECREMENT SHIFT COUNTER

JP NZ.MULT DO IT AGAIN IF COUNTER # 0
LD (RESAD), HL STORE RESULT

Fig. 3.13: 8 x 8 Multiplication Program
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The first box of the flowchart is an initialization box. It is necessary
to set a number of registers or memory locations to ““0’’, as this pro-
gram will require their use. The registers which will be used by the
multiplication program appear in Figure 3.14.

(COUNTER)
MPR (MPRAD)
B C _

LMY

RES (RESAD)

MPD (MPDAD)

C (RESULT)

Fig 3.14: 8 x 8 Multiplication—The Registers

Three register pairs of the Z80 are used for the multiplication pro-
gram. The 8-bit multiplier is assumed to reside at memory address
MPRAD. The multiplicand MPD is assumed to reside at memory ad-
dress MPDAD. The multiplier and the multiplicand respectively will be
loaded into registers C and E (see Figure 3.14). Register B will be used
as a counter.

Registers D and E will hold the multiplicand as it is shifted left one

bit at a time.
Note that, even though only C and E need to be loaded initially, a 16-

bit load must be used, so that B and D will also be loaded from memory,
and will have to be reset respectively to *‘8”°* and to *“0”’.
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Finally, the results of an 8-bit by 8-bit multiplication may require up
to 16 bits. This 1s because 2* x 2* = 2'*, Two registers must therefore
be reserved for the result. They are registers H and L, as indicated on
Figure 3.14,

The first step is to load registers B, C, and E with the appropriate
contents, and (o nitialize the result (the partial product) to the value
“0°* as specified by the flowchart of Figure 3.12. This 15 accomplished
by the following instructions:

MPY88 LD BC, (MPRAD)

LD B,8

LD DE, (MPDAD}
LD D,0

LD HL, 0O

The first three instructions respectively load MPR into the register pair
BC, the value ‘8" into register B, and MPD into the register pair DE.
Since MPR and MPD are 8-bit words, they are, in fact, loaded into
registers C and E respectively, while the next words in the memory after
MPR and MPD get loaded into B and D. This is shown in Figure 3.15
and 3.16. The next instruction will zero the contents of D.

in this multiplication program, the multiplicand will be shifted left
before being added (o the result (remember that, optionally, it 1s pos-
sible to shift the result right instead, as indicated in the fourth box of
the tflowchart of Figure 3.12). The multiplicand MPD will be shifted in-
to regisier D at each step. This register D must therefore be initialized to
the value **0"’. This is accomplished by the fourth instruction. Finally,
the fifth instruction sets the contents of registers H and L to O n a single

mstruction.
MEMORY

|

Fig. 3.15: LD BC, (MPRAD)
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MEMORY

MPDAD

Fig. 3.16: LD DE, (MPDAD)

Referring back to the flowchart of Figure 3.12, the next step is to test
the least significant bt (the right-most bityof the multiplier MPR. If this
bit1sa *'17, then the value of MPD must be added to the partial result,
otherwise it will not be added. This is accomplished by the next three in-
structtons:

MULT SRL C
JR NC, NOADD
ADD HL, DE

The first problem we must solve is how to test the least significant bit of
the multiplier, contained in register C. We could here use the BIT in-
struction of the Z80, which allows testng any bit in any register, How-
ever, In this case, we would like to construct a program as simple as
possible, using a loop. If we were using the BIT instruction here, we
would first test bit 0, then iater test bit [, and so on until we reached bit
7. This would require a different instruction every time, and a simple
loop could not be used. In order to shorten the length of the program,
we must use a different instruction, Here we are using a shift instruc-
tion.

Note: There is a way to use the BIT instruction and a loop, but this
would require the program to modify itself, a practice we will avoid.
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SRL is a new type of operation within the arithemetic and logical
unit. It stands for ‘‘shift right logical.”” A logical shift to the right is
characterized by the fact tnat a*‘0’’ comes into bit position 7. This can
be contrasted to an arithemtic shift to the right, where the bit coming
into position 7 is identical to the previous value of bit 7. The different
types of shift operations will be described in the next chapter. The
effect of the SRL C instruction is illustrated in Figure 3.14 by an arrow
coming out of register C and into the square used to designate the carry
bit (also called ‘‘C*’). At this point, the right-most bit of the MPR will
be in the carry bit C, where it can be tested.

The next instruction, ‘“JR NC, NOADD?", is a jump operation. It
means ‘‘jump on no carry’’ (NC) to the address (the label) NOADD. If
the contents of the carry bit are ‘0" (no carry), then the program will
jump to the address NOADD. If the contents of C are “‘1"’ (the carry
bit is set), then no branch will occur, and tHe next sequential instruction
will be executed, i.e., the instruction ‘““ADD HL, DE"’ will be executed.

This instruction specifies that the contents of D and E be added to H
and L, with the result in H and L. Since E contains the multiplicand
MPD (see Figure 3.14), this adds the multiplicand to the partial result.

At this point, regardless of whether MPD has been added to the
result or not, the multiplicand must be shifted left (this is the fourth box
in the flowchart of Figure 3.12). This is accomplished by:

NOADD SLA E

SLA stands for ‘‘shift left arithmetic.”" It has just been explained above
that there are two types of shift operations, a logical shift and an arith-
metic shift. This is the arithmetic one. In the case of a left shift, an SLA
specifies that the bit coming into the right part of the register (the least
significant bit) be a ‘0"’ (just as in the case of an SRL before).

As an example, let us assume that the initial contents of register E
were 00001001. After the SLA instruction, the contents of E will be
00010010. And the contents of the carry bit will be 0.

However, looking back at Figure 3.14, we really want to shift the
most significant bit (called the MSB) of E directly into D (this is il-
lustrated by the arrow on the illustration coming from E into D).
However, there is no instruction which will shift a double register such
as D and E in one operation. Once the contents of E have been shifted,
the left-most bit has ‘‘fallen into’’ the carry bit. We must collect this bit
from the carry bit and shift it into register D. This is accomplished by
the next instruction:

RL D
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RL is still another type of shift operation. It stands for *‘rotaie left. "
In a roration operation, as opposed 1o a s4ift operation, this bit coming
into the register 15 the contents of the carry bit C (see Figure 3.17), This
is exactly what we want. The contents of the carry bit C are loaded into
the right-most part of D, and we have effectively transferred the lefi-

most bit of E.
This sequence of two wstructions 15 illustrated in Figure 3.18. It can

be seen that the bit marked by an X in the most significant position of E
will first be transferred into the carry bit, then into the least significant
position of D, Effectively, it will have been shifted from E into .

At this point, referring back to the flowchart of Figure 3.12, we must
point to the next bit of MPR and check for the efghth bit. This is ac-
complished by decrementing the byte counter, contained in register B
(see Figure 3.14). The register is decremented by:

DEC B

This is a decrement instruction, which has the obvious effect.

Finally, we must check whether the counter has decremented to the
value zero. This is accomplished by checking the value of the Z bit, The
reader will recall that the Z (zero) flag indicates whether the previous
arithmetic operation (such as a DEC operation) has produced a zero
result. However, note that DEC HL, DEC BC, DEC DE, DEC IX,
DEC SP do not affect the Z flag. If the counter is not “0"", the opera-
tion 1s not fimished, and we must execute this program loop agamn. This
15 accomplished by the next instruction:

1P Nz MULT SHIFT LEFT

L. DN NN DN L,

( CARRY

ROTATE LEFT

L DD DD DD D <

( CARRY )

Fig, 3.17: Shift and Rotate
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Fig. 3.18: Shifting from E into D

This s a jump instruction which specifies that whenever the Z bit s
not set (NZ stands for non-zero), a jump occurs to location MULT. This
is the program loop, which will be executed repeatedly until B decre-
ments {o the value 0. Whenever B decrements to the value 0, the Z bit
will be set, and the IP NZ nstruction will faii. This will result in the
next sequential instruction being executed, namely:

LD (RESAD), HL

This instruction merely saves the contents of H and L, 1.e., the result of
the multiplication, at address RESAD, the address specified for the
result, Note that this instruction will transfer the contents of both regis-
ters H and L into two consecutive memory locations, corresponding to
addresses RESAD and RESAD + 1. It saves 16 bits at a time.

Exercise 3. 14: Could you write the same multiplication program using
the BIT instruction (described in the next chapter}) instead of the SRL C
instruction? What would be the disadvantage?

Let us now improve the program, if possible:

Exercise 3,15: Can JR be substituted for JP at the end of the program?
If so, what is the advantage?

Exercise 3.16: Can you use DJNZ to shorten the end of the program?
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Exercise 3.17: Examine the two instructions: LD D, O and LD HL, 0at
the beginning of the program. Can you substitute:

XOR A

LD D A
LD  H, A
LD L A

If so, what 15 the impact on size (number of byres) and speed?

Note that, in most cases, the program that we have just developed
will be a subroutine and the final instruction in the subrouting will be
RET (return}. The subroutine mechanism will be explained later in this
chapter.

Important Self-Test

This is the first significant program we have encountered so far. It in-
cludes many different types of instructions, including transfer instruc-
tions (LD}, arithmetic operations {ADD), logical operations (SRIL.,
SLA, RL), and jump operations (IR, IP). It also implements a pro-
gram loop, in which the lower seven mstructions, starting at address
MULT, are executed repeatedly. In order to understand programming,
it 15 essential 1o understand the operation of such a program in ¢com-
plete detail. The program 1s much longer than the previous simple arith-
metic programs we have developed so far, and it should be studied in
detail. An important exercise will now be proposed. The reader is
strongly urged to do this exercise completely and correctly before pro-
ceeding. This will be the only real proof that the concepts presented so
far have been understood. If a correct result is obtamned, it will mean
that you have really understood the mechanism by which nstructions
manipuiate information in the microprocessor, transfer it between the
memory and the registers, and process it If you do not obtain the cor-
rect result, or if you do not do this exercse, it is likely that you will ex-
perience difficulties later 1n writing programs yourself. Learning to pro-
gram requires personal practice. Please pause now, take a piece of
paper, or use the illustration of Figure 3.19, and do the following exer-
cise;

Exercise 3.18: Every time that a program is written, it should be verified
by hand, in order to ascertain that its results will be correct, We are go-
ing to do just thai: the goal of this exercise is to fill in the table of Figure
3.19 completely and accurately.
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LABEL [INSTRUCTION| B C C D E H L

("
{CAREYY

Fig. 3.19: Form for Multiplication Exercise

You may want to write directly on Figure 3.19 or make a copy of it,
You must determine the contents of every relevant register in the Z80
after the execution of each instruction tn the program, from beginning
to end. All the registers used by the program of Figure 3.13 arc shown
in Figure 3.19. From left 1o right, they are registers B and C, the carry
C, registers D and E, and, finally, registers H and L. On the left part of
this illustration, fill in the label, if applicable, and then the instructions
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being executed. On the night of the instruction, fill in the contents of
each regisier after execution of the mnstruction. Whenever the contents
of a register are not known (indefinite}, you may use dashes to repre-
sent its contents. Let us start filling in this table together. You will then
have to fill it out by yourself until the end. The first line appears below:

LABEL [INSTRUCTION| B C C D £ H L

MPYEB | LDBC,(0200)] 00 | 03 - -- =" “e fo--

Fig. 3.20: Multiplication: After One Instruction

We will assume here that we are multiplying “‘3" (MPR) by *‘5"
{MPD).

The first instruction to be executed is “LD BC, (MPRAD)Y". The
contents of memory location MPRAD is loaded into registers B and C,
[t has been assumed that MPR is equal to 3, i.e., “*00000011"". After ex-
ecution of this instruction, the contents of register C have been set to
3" Note that this instruction will also resuit in loading register B with
whatever followed MPR in the memory. However, the next instruction
in the program will take care of this by loading register B with “8”", as
shown in Figure 3.21. Note that, at this point, the contents of D and E
and H and L are still undefined, and this is indicated by dashes. The LD
instruction does not condition the carry bit, so that the contents of the
carry bit C are undefined. This is also indicated by a dash.

LABEL HINSTRUCTION| B c c D E H L

- - - - - L] -

MPY88 | LDBC,(0200)} 00 | 03 | = | we | = | == | s
LD B, 08 08 | 03 | = § «=f o= | ouf -

Fig. 3.21: Multiplication: After Two Instructions

The situation after the execution of the first five instructions of the
program (just before the MULT) is shown in Figure 3.22.
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LABEL |INSTRUCTION| B | C C D E ML
MPY88 | LDBC,(0200}§ 00 | O3 - - -- I
LDB.08 08 | 03 - - - R

LD DE,{0202)] 08 | 03 N Qo 5 [ == | ==

DD, 00 08 | 03 = 00| 05| "] -
LDHLO000 | 08 | O3 = 100} 05100 00

Fig. 3.22: Multiplication: After Five Instructions

The SRL instruction will perform a logical shift right, and the right-
most bit of MPR will fall into the carry bit. You can see in Figure 3.23
that the contents of MPR after the shift is ‘0000 0001°", The carry bit C
is now set to **1*’, The other registers are unchanged by this operation.
Please continue to fill out the chart by vourself,

A second iteration is shown at the end of this chapter in Fig. 3.41,

LABEL }INSTRUCTION| B C C D E H L
MPY88 | LDBC, (0200} 00 ¢ O3 - "= “- .-} o=
tDB.08 o8 | 03 - .- -- i
IDDE,(0202)] 08 { 03 - Q0 05 R Bl
DD, 00 08 | 03 - 00 05 - -
£D HL, 0000 08 | 03 - 00 05 | 00 | 00
MULT SRLC o8 | O1 1 0o G5 | 00 | OO
JRNCO114 | 08 | O 1 0o 05 | 00} Q0
ADD HL,DE 08 | O o 00 05 [ 00 ] 05
NQADD | SLAE og | O o 00 0A | 00| 05
RLD og | O 0 00 OA | 00 | O3
DECB o7 | 01 0 00 QA | 00 | 05
JP NZ,O10F 07 | O 0 0o 0A | 00 05

Fig. 3.23: One Pass Through The Loop.
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A complete listing showing the contents of all the Z80 registers and
the flags is shown in Fig. 3,39 at the end of this chapter for the complete
multiplication. A hex or decimal listing is shown in Fig. 3.40.

Programming Alternatives

The program that we have just developed could have been written.in
many other ways. As a general rule, every programmer can usually find
ways to modify, and often improve, a program. For example, we have
shifted the muitiplicand left before adding. It would have been mathe-
matically equivalent to shift the result one position to the right before
adding it to the multiplicand. As a matter of fact, this is an interesting
exercise!

Exercise 3.19: Write an 8 x 8 multiplication program using the same
algorithm, but shifting the result one position to the right instead of
shifting the multiplicand by one position to the left. Compare it to the
previous program, and determine whether this different approach
would be faster or slower than the preceding one. The speeds of the Z80
instructions are given in the next chapter.

Improved Multiplication Program

The program that we have just developed is a straightforward trans-
lation of the algorithm to code. However, effecrive programming re-
quires close attention 10 detail, and the length of the program can often
be reduced or its execution speed can be improved. We are now going to
study alternatives designed to improve this basic program.

Step 1

A first possible improvement lies in the better utilization of the Z80
instruction set. The second-to-last instruction as well as the preceding
one can be replaced by a single instruction:

DINZ LOOP

This 15 a special Z80 **automated jump’’ which decrements the B register
and branches to a specified location if it is not **0"". To be absolutely
correct, the instruction is not completely identical to the previous pair

DECB
JP NZ, MULT
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for it specifies a displacement, and one can only jump within the range
of - 126 to + 129. However, we must here jump to a location which is
only a few bytes away, and this improvement is legitimate. The
resulting program is shown in Figure 3.24 below:

MPY88B LD DE, (MPDAD)
LD BC, (MPRAD])

LD B, 8 BIT COUNTER
LD HL, 0

MULT  SRL C
JR NC, NOADD

ADD HI., DE
NOADD SLA E

RL D

DINZ MULT

LD (RESAD), HL

RET

Fig. 3.24: Improved Muitiply, Step 1
Srep 2

In order to umprove this multiplication program further, we will
observe that three different shift operations are used in the initial pro-
gram of Figure 3.13. The multiplier is shifted right, then the multipli-
cand MPD is shifted left, in two operations, by first shifting register E
left, then rotating register D to the left. This is time-consuming. A stan-
dard programming “‘trick’” used in the case of multiplication is based
on the following observation: every time that the multiplier is shifted by
one bit position, another it position becomes available in the mulu-
plier register. For example, assuming that the multiplier shifts right (in
the previous example}, a bit position becomes available on the left.
Simultaneously, it can be observed that the first partial product (or
“result’’) will use, at most, 9 bits. If a single register had been allocated
10 the result in the beginning of the program, we could then use the bit
position that has been vacated by the multiplier to store the ninth bit of
the resuit.

After the next shift of the MPR, the size of the partial product will be
increased by just one bit again. In other words, a single register can be
reserved intially for the partial product, and the bit positions which are
being freed by the multiplier can then be used as the MPR is being
shifted. In order to improve the program, we are therefore going to
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assign MPR and RES to a register pair. Ideally, they should be shifted
together in a single operation. Unfortunately, the Z80 shifts only 8-bit
registers at a time, Like most other 8-bit microprocessors, it has no in-
struction that allows shifting 16 bits at a time.

However, another trick can be used. The Z80 (like the 8080) is
equipped with special 16-bit add instructions that we have already used.
Provided that the multiplier and the result are stored in the register pair
H and L, we can use the instruction:

ADD HL, HL

which adds the contents of H and L to itself. Adding a number to
itself 15 doubling it. Doubling a number in the binary system is equiva-
lent to a left shift. We have just obtained a 16-bit shift in a single in-
struction. Unfortunately, the shift occurs to the left when we would like
it to occur to the right. This is not a problem.

Conceptually, the MPR can be shifted either Ieft or right, We have
used a right shift algorithm because this is the one which is used i or-
dinary addition. However, it does not necessarily need to be so. The
addition operation is commutative, and the order can be reversed: shif-
ting the MPR to the left is just as valid.

In order to take advantage of this simulated 16-bit shift, we will have
to shift the MPR to the left. Therefore, the MPR will reside in register
H and the result n register L. The resulting register configuration is
shown in Figure 3,25,

B[ Counter

D 0 MPD

MPR et RES

1 |

Fig. 3.25: Registers for Improved Multiply
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The rest of the program is essentially identical to the previous one.
The resulting program appears below:

MULSSC LD HL, (MPRAD-I)

LD L, O

LD DE, (MPDAD)

LD D, 0

LD B,§ COUNTER
MULT ADD HL, HL SHIFT LEFT

IR NC, NOADD

ADD HL, DE
NOADD DINZ MULT

LD {RESAD), HL

RET

Fig. 3.26: Improved Muitiply, Step 2

When comparing this program Lo the previous one, 1t can be seen that
the length of the muitiplication loop (the number of instructions be-
tween MULT and the jump) has been reduced. This program has been
written in fewer mstructions and this will usually result in faster execu-
uon. This shows Lthe advantage of selecting the correct registers to con-
tain the information.

A straightforward design will generally result in a program that
works, It will not result 1n a program that is opinized. 1 s theretore
unportant (o understand and use the available registers and instructions
in the best possible way. These examples illustrate a rational approach
to register selection and instruction selection for maximum efficiency.

Exercise 3.20: Compute the speed of a nudiplication operation usig
thus last program. Assume that a branch will occur 1 50% of the cases.
Look up the number of cycles required by everv instruction in the mdex
section. Assume a clock rare of 2 MHz fone cyele = 2 us).

Exercise 3.21: Note thai here we have used the register pawr D and £ 10
contain the multiplicand. How would the above program be changed i/
we had used the register pair B and C wstead? (Hine: this would re-
quire a modification at the end.)

Exercise 3.22: Why did we have to bother Zerowmg register D when
loading MPD nto E?

Finally, let us address a detail which may look irritating to the pro-
grammer who 15 not vet familiar with the Z80. The reader will have
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noticed that, in order to load MPD into E from the memory, we had to
load both registers D and E at the same time from a memory address.
This is because, unless the address is contained in registers H and L,
there is no way to fetch a single byte directly and lead it into register E.
This is a feature carried over from the early 8008, which had no direct
addressing mode. The feature was carried forward into the 8080, with
some improvements, and improved still further in the Z80, where it is
possible to fetch [6 bits directly from a given memory address (but not
8 bits - except toward register A),

Now, having solved this possible mystery, let us execute a more
complex multiplication.

A 16 X 16 Multiplication

In order to put our newly acquired skills to a test, we will multiply
two 16-bit numbers. However, we will assume that the result requires
only 16 bits, so that it can be contained in one of the register pairs.

The result, as in our first multiplication example, is contained in
registers H and L (see Figure 3.27). The multiplicand MPD is contained
in registers D and E.

B <
A
COUNTER MPR, HIGH
MPR, LOW

Fig. 3.27: 16 X 16 Multiply—The Registers
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It would be templing to deposit a multiplier into register B and C.
However, if we want to take advantage of the DINZ instruction,
register B must be allocated to the counter, As a result, half of the
multplier will be in register C, and the other half in register A (see
Figure 3.27). The multiplication program appears below:

MULt6 LD A, (MPRAD + 1) MPR, HIGH

LD C, A
LD A, (MPRAD) MPR, LOW
LD B, 16 COUNTER
LD DE, (MPDAD) MPD
LD HL, 0
MULT SRL C RIGHT SHIFT MPR,
HIGH
RRA ROTATE RIGHT MPR,
LOW
IR NC, NOADD TEST CARRY
ADD HL, DE ADD MPD TO RESULT
NGCADD EX DE, HL
ADD HL, HL DOUBLE - SHIFT MPD
LEFT
EX DE, HL
DINZ  MULT
RET

Fig. 3.28: 16 X 16 Multiplication Program

The program is analogous to those we have developed before. The
first six instructions (from label MUL16 to tabel MULT) perform the
initialization of registers with the appropriate contents. One complica-
tion is introduced here by the fact that the two halves of MPR must be
loaded in separate operations. [t is assumed that MPRAD points to the
fow part of the MPR in the memory, followed in the next seqguential
memory location by the high part. (Note that the reverse convention
can be used.) Once the high part of MPR has been read into A, 1L must
be transferred into C:

LD A, (MPRAD + 1)
LD C, A

Finally, the low part of MPR can be read directly into the accumulator:
iD A, (MPRAD)
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The rest of the registers, B, D, E, H, and L are initialized as usual:

LD B, i6
LD DE, (MPDAD)
LD HL, 0

A 16-bit shift must be performed on the multiplier. It requires two
separate shift or rotate operations on registers C and A:

MULT SRL C
RRA

After the 16-bit shift, the right-most bit of the MPR, L.e., the LSB, is
contained in the carry bit C where it can be tested:

JR NC, NOADD

As usual, the multiplicand is not added to the result if the carry bit 1s
“0". and is added to the resuit if the carry bit is **I"";

ADD HL, DE

Next, the multipiicand MPD must be shifted by one position to the left.

However, the Z80 does not have an instruction which will shift the
contents of register D and E simultaneously to the left by one bit posi-
tion, and it can also not add the contents of D and E to itseff. The con-
tents of D and E will therefore first be transferred into H and L., then
doubled, and transferred back to D and E. This is accomplished by the
next three instructions:

NOADD EX DE, HL
ADD HL, HL
EX DE, HL

Finally, the counter B is decremented and a jump occurs to the begin-
ning of theloopas long as it does not decrement to “°0:

DINZ MULT

As usual, it is possible to consider other register allocations which may
{or may not) result 1n shorter codes:

Exercise 3.23: Load the nultiplier inro registers B and C. Place the
counter in A. Write the corresponding multiplication program and
discuss the advaniages or disadvantages of this register allocation.
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Exercise 3.24: Referring to the origmal 16-bit nudtiplication program
of Figure 3.28, can you propose a way to shift the MPD, contained in
registers D and E, without transferring it nito registers H and L?

Ixercise 3.25: Wrie a 16-by-16 muduplication progrum wiluch derects
the fact that the result has more than 16 bits. This 1s « siiple improve-
ment of our basic program,

Exercise 3.26: Wrie g 16-by-16 multuplication program wah a 32-bit
result. The suggested regisier altocation appears in Figure 3.29.
Remember that the mitial resuft after the first additton ur the loop will
require only 16 bus, and that the muluplier will free one bit for each
subsequent ueration,

i
B MPD <
I
E
o MPR E
I RESULT
AFTER
MLILTIPUCATION
H RES

Fig. 3.29: 16 x 16 Muitiply with 32-Bit Result

Let us now examine the last usual arithmetic operation, the division.

BINARY DIVISION

The algorithm for binary division 1s analogous to the one which has
been used for the multiplication. The divisor 1s successively subtracted
from the high order bits of the dividend. After each subtraction, the
result 15 used instead of the initial dividend. The value of the quotient 15
simultaneously increased by | every time. Eventually, the result of the
subtraction 15 negative. This i1s called an overdraw. One must then
restore the partial result by adding the divisor back to it. Naturally, the
quotient must be simultaneously decremented by i. Quouent and divi-
dend are then shifted by one bit position 10 the leit and the algonthm is
repeated. The flow-chart is shown in Figure 3.30.

The method just described is called the restoring miethod. A vanaton
of this method which yields an improved speed of execution is called the
non-restoring method.
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T3

INITIALIZE
QUOTIENT =0
SHIFTCOUNTER = &

SHIFT LEFT
DIVIDEND
[WITH B LEADING §'s)
AND QUOTIENT

'

IRIAL SUBTRACT:
LECT (BVIDEND)-DIVISOR

YES
BORROW?
NG
RESTORE:
[QUOTIENT = QUOTIENT + 1 ADD OIVISOR

b .

COUNTER = COUNTER— 1

NO
YES

END (REMAINDER N LEFT (DIVIDEND)

Fig. 3.30: 8-Bit Binary Division Flowchart

B | COUNTER C

H § DIVIDEND/QUOTIENT

Fig. 3.31: 16/8 Division—The Registers
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16-by-8 Division

As an example, let us here examine a 16-by-8 division, which will
yield an 8-bit quotient and an 8-bit remainder dividend. The register
allocation 1s shown in Figure 3.31.

The program appears below:

DiVIes LD A (DVSAD) LOAD DIVISOR
LD DA INTO D
LD E. O
LD HL,(DVDAD) LOAD 16-BIT DIVIDEND
LD B.8 INITIALIZE COUNTER
PIvV XOR A CLEAR C BIT
SBC HL, DE DIVIDEND — DIVISOR
INC HL QUOTIENT = QUOTIENT «+ 1
P P, NOADD TEST IF REMAINDER
POSITIVE
ADD Hi, DE RESTORE IF NECESSARY
DEC HL QUOTIENT = QUOTIENT - |
NOADD ADD HL, HL SHIFT DIVIDEND LEFT
DINZ DIV LOOP UNTIL. B =0
RET

Fig. 3.32: 16/8 Division Program

The first five instructions 1n the program load the divisor and the divi-
dend respectively into the appropriate registers, They also initialize the
counier, 1a register B, to the value 8. Note again that register B is a pre-
ferred location for a counter if the specialized Z80 instruction DINZ is
to be used:

pbivies LD A, (DVSAD)

LD B, A
LD E, 0
LD HL, (DVDAD)
LD B, 8

Next, the divisor is subtracted {rom the dividend. Since an SBC in-
struction must be used {there is no 16-bit subtract without carry}, the
carry must be set to the value ‘0’ before subtracting. This can be ac-
complished in a number of ways. The carry can be cleared by perform-
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ing mnstructions such as:

XOR A
AND A
OR A

Here, an XOR is used:

DIV XOR A
The subtraction can then be performed:
SBC HL, DE

It is anticipated that the subtraction will be successful, 1.e., that the re-
mainder will be positive. This is called the “‘trial subtract”’ step (refer to
the flowchart of Figure 3.30). The guotient is therefore incremented by
one. I the subtraction has in fact failed (i.e., if the remainder is
negative), the quotient will have to be decremented by one later on:

INC HIL.
The resuit of the subtraction is then tested:
jp P, NOADD

If the remainder is positive or zero, the subtraction has been successful,
and it 15 not necessary to store it. The program jumps to address
NOADD. Otherwise, the current dividend must be restored to its
previous value, by adding the divisor back to it, and the guotient must
be decremented by one. This is performed by the next instructions:

ADD HL, DE
DEC HL

Finally, the resulting dividend is shifted left, in antictpation of the
next trial subtract operation. Finally, the B counter is decremented and
tested for the value *0"". As long as B is not zero, this loop 1s executed:

NOADD ADD HL, HL
DINZ DIV
RET

Exercise 3,27: Verify the operation of this division program by hand,

by filling out the table of Figure 3.33, as in Exercise 3.18 for the multi-
plication, Note that the contents of D need not be entered on the form
of Figure 3.33, since they are never modified.
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LASEL INSIRUCTION

Fig. 3.33: Form for Division Program

8-Bit Division

The following program uses a restoring method, and leaves a com-
plemented quotient in A, It divides 8 bits by 8 bits (unsigned).

E IS DIVIDEND
C IS DIVISOR

A IS QUOTIENT
B IS REMAINDER

DIVES XOR A
LD B.&
LOOPE8 RL E

RLA

SUB C

JR NC,$ + 3
ADD A, C
DINZ LOOPS38
LD B.A

LD AE

RLA

CPL

RET

CLEAR ACCUMULATOR
LGOP COUNTER

ROTATE CY INTO ACC-
DIVIDEND

CY WILL BE OFF

TRIAL SUBTRACT DIVISOR
SUBTRACT OK

RESTORE ACCUM, SET CY

PUT REMAINDER IN B
GET QUOTIENT
SHIFT IN LAST RESULT BIT

COMPLEMENT BITS

Note: the 8" symbol in the sixth instruction represents the value of the

program couiter,
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Non Restoring Division

The following program periorms a 16-bit by 15-bit integer division,
using a non-restoring technique. IX points to the dividend, 1Y to the
divisor (not zero). (see Figure 3.34.).

Al DVD,HI !

B| countr || DWDLO |c
D | DIVISOR |E
H REM L
IX DVD ADDRESS

by DVS ADDR

Fig. 3.34: Non-Restoring Division—The Registers

Register B is used as a counter, initially set to 16.
A and C contain the dividend.
D and E contain the divisor.
H and L contain the result.
The 16-bit dividend is shifted left by:
RL C
RLA
The remainder is shifted left by:
ADC HIL., HL.
The final quotient is left in B, T, with the remainder in HL. The
program follows.
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DiVie LD B.(IX + 1)

LD C. (1Xx)
LD DY + 1)
LD E. (Y}
LD A, D
OR E (DIVISOR) HIGH OR
(DIVISOR) LOW
iR Z,ERROR  CHECK FOR DIVISOR =
ZERO
LD A, B GET (DVD) HI
LD HL,0 CLEAR RESULT
LD B, 16 COUNTER
TRIALSB RL c ROTATE RESULT + ACC
LEFT
RLA
ADC HL, HL LEFT SHIFT. NEVER SETS
CARRY.
SBC HL,DE MINUS DIVISOR
NULL CCF RESULT BIT
JR NC, NGV ACCUMULATOR
NEGATIVE?
PTV DINZ TRIALSB COUNTER ZERO?
JP DONE
RESTOR RL C ROTATE RESULT + ACC
LEFT
RLA
ADC HL, HL AS ABOVE
AND A
ADC HL,DE RESTORE BY ADDING DVSR
JR C,PTV RESULT POSITIVE
iR Z, NULL RESULT ZERO
NGV DINZ RESTOR COUNTER ZERO?
DONE RL C SHIFT IN RESULT BIT
RLA
ADD HL, DE CORRECT REMAINDER
LD B, A QUOTIENT ISIN B, C
RET
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Exercise 3.28: Compare the previous prograimn (o the following one, us-
ing a restoring fechnigue:

DIVIDEND IN AC
DIVISOR IN DE
QUOTIENT IN AC
REMAINDER IN HL

DiVIie I.D FHL,0 CLEAR ACCUMULATOR
LD B, 16 SET COUNTER

LOOPIS RL C ROT ACC-RESULT LEFT
RLA
ADC HL,HL LEFT SHIFT
SBC HL,DE TRIAL SUBTRACT DIVISOR
JR NC,% +3 SUB WAS OK
ADD HL,DE RESTORE ACCUM
CCF CALC RESULT BIT
DINZ LOOPIL6 COUNTER NOT ZERO
RL C SHIFT IN LAST RESULT BIT
RLA
RET

Note: The symbol ‘37’ means “‘current location” {eighth instruction}.

LOGICAL OPERATEONS

The other class of instructions which can be executed by the ALU in-
side the microprocessor is the set of logical instructions. They include:
AND, OR and exclusive OR (XOR). In addition, one can also include
here the shift and rotate operations which have already been utilized,
and the comparison instruction, called CP for the Z80. The individual
use of AND, OR, XOR, will be described in Chapter 4 on the instruc-
tion set.

Let us now develop a brief program which will check whether a given
memory location called LOC contains the value “*0", the value *“1"’, or
something else.

The program will introduce the comparison instruction, and perform
a series of logical tests. Depending on the result of the comparison, one
program segment or another will be executed.
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The program appears below:

LD A (LOO) READ CHARACTER IN

LOC
CP  0CH COMPARE TO ZERO
P Z,ZERO ISITAQ?
CP  OlH COMPARE TO ONE
JP Z, ONE
NONEFOUND ..
ZERO
ONE

The first instruction: “LD A, (LOC)"’ reads the contents of memory
location LOC, and loads it into the accumulator. This 15 the character
we want to test. It 1s compared to the value O by the following instruc-
tion:

CcpP 00H

This mstruction compares the contents of the accumulator to the hex-
adecimal value ““00”, i.e., the bit pattern **0000 0000’’. This compari-
son instruction will set the Z bit in the flags register (o the vaiue **1 if
1t succeeds. This bit can then be tested by the next instruction:

JP Z, ZERO

The jump instruction tests the value of the Z bit. If the COMpPArison suc-
ceeds, the Z bit has been set to one, and the jump will succeed. The pro-
gram will then jump to the address ZERO. If the test {ails, then the next
sequential mstruction will be executed:

CP 01H

Similarly, the following jump instruction will branch to location ONE
if the comparison succeeds. If none of the comparisons succeed, then
the instruction at location NONEFQUND will be executed.

JP Z, ONE
NONEFOUND . ..
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This program was mntroduced to demonstrate the value of the com-
parison instruction followed by a jump. This combination will be used
in many ol the following programs.

Evercise 3.29: Refer (o the definition of the LD A, (LOC) mstruction in
the next chapter. Exannne the effect of this astruction on the flags, if
any. Is the second instruction of this program necessary (CPO0H)?

Fvercise 3.30: Write the program which will read the contents of
memory locanon 24" and branch (o an address called "STAR{[ there
was @ < memory location 24, The b patern for a **"" tn binary
notation will be assumed 1o be represented by “001010107".

INSTRUCTION SUMMARY

We have now studied most of the imporiant mstructions of the Z80
by using them. We have transierred values between the memory and the
registers. We have performed anthmetic and logical operations on such
data. We have tested it, and depending on the results of these tests,
have executed various portions of the program. In particular, special
“automated”’ Z80 instructions such as DINZ have been used to shorten
programs. Other automated instructions: LDDR, CPIR, INIR will be
introduced throughout the remainder of this book.

Full use has been made of special Z80 features, such as 16-nt register
snstructions (o simplify the programs, and the reader should be careful
nol 1o use these programs on an 8080: they have been optimized for the
Z80.

We have also introduced a structure calied a loop. Another impor-
tant programming structure will be itroduced now: the subroutine.

SUBROUTINES

In concept, a subroutine 15 sunply a block of instructions which has
been given a name by the programmer. From a practical standpoint, a
subrounne must star with a special instruction called a subrouiine
declaration, which identifies it as such for the assembler. It is also ter-
minated by another special instruction called a refurn. Let us first il-
lustrate 1he use of a subroutine in a program in order to demonstrate its
value. Then, we will examine how 1t 1s actually implemented.
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Mk PROGRAN

SUBRGUst

; -
- 15f
j: - 62 e

LAL SUB b e m e b s QEIUEN

Catsue P -

Fig. 3.35: Subroutine Calls

The use ol a subroutine 1s illustrated in Figure 3.35. The main pro-
gram appears on the Ieit of the llustraton. The subroutine is shown
symbolically on the right. Let us examune the subroutine mechanism.
The lines of the mamn program are exceuted successively until a new in-
struction "CALL SUB” is met. This special instruction is the
subrontine call and results in a transfer 10 the subroutine. This means
thai the next mnstruction to be executed after the CALL SUB is the first
instruction within the subroutine. This 15 illustrated by arrow { on the
illustration.

Then, the subprogram within the subroutine executes just like any
other program. We will assume that the subroutine does not contain
any other calls. The last instruction of this subroutine is a RETURN.
This is a speaial mstruction which will cause a return 1o the main Pro-
granm. The next instructuon (o be executed after the RETURN 15 the one
following the CALL SUB in the main program. This is illustrated by ar-
row 3 on the illustration. Program cxecution continues then, as il-
lustrated by arrow 4,

In the body of the mam program 2 second CALL SUB appears. A
new fransfer occurs, shown by arrow 5. This means that the body of the
subrounne is agam executed lollowing the CALL SUB instruction.

Whenever the RETURN wathun the subroutine s encountered, a
return oceurs 1o the insiruction following the CALL SUB in question.
This s illustrated by arrow 7. Following the return (o the main pro-
gram, program execuiton proceeds normally, as illusirated by arrow 8.

The effect of the 1wo spewsal instrucnons CALL SUB and RETURN
should now be clear. What 1 the value ol the subroutine mechanism?

The essental value of the subroutine s that 1t can be called from any
aumber of points v the mam program, and used repeatedly witiout
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rewrtting if. A first advantage is that this approach saves memory
space, since there is no need to rewrite the subroutine every time. A se-
cond advantage is that the programmer can design a specific subroutine
oniy once and then use 1l repeatedly. This is a significant simplification
in program design.

Fxercise 3.31: What is the main disadvantage of a subroutme? (Answer
follows.y

The disadvantage of the subroutine should be clear just by examining
the flow of execution between the main program and the subroutine. A
subroutine resulls in a Sfower execufion, smce exira mstructions must
be exceuled: the CALL SUB and the RETURN.

Impiementation of the Subroutine Mechanism

We will examine here how the two special instructions, CALL SUB
and RETURN, are implemented internally within the processor. The
etfect of the CALL SUB instruction 1s 10 cause the next nstruction (o
he letched at a new address. You will remember {or eise read Chapter
[ agam t that the address of the next insiruction 0 be execuled ina
computer 1s contained in the program counter (PC). This means thal
the effect of the CALL SUB is to substitule new vonients in register PC.
lis effect is 1o load the start address ol the subroutine m the program
counter. Is that really sufficient?

To answer this question, let us consider the other instruction which
has 10 be implemented: the RETURN. The RETURN must cause, as its
name indicates, a relurn to the instruction that follows the CALL SUB.
Thas 1s possible only if the address of this instruction has been preserved
somewhere. This address happens to be the vaiue of the program
counler at the time that the CALL SUB was encountered. Thus is
because the program counter is automatically incremented every time it
is used (read Chapter | again). Thisis preciscly the address that we want
10 preserve, so that we can later perform the RETURN,

The next problem is: where can we save this return address? This ad-
dress must be saved 1n a focation where it 1s guaranteed that it will not
be erased.

However, let us now consider the following situation, illustrated by
Figure 3.36. [nthisexample, subroutine | contains a call to SUB2. Our
mechanism should work in this case as well. Naturally, there might even
be more than two subroutines, say N *‘nested”’ calls. Whenever a new
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CALL 15 encountered, the mechanism must therefore again store the
program counter. This implies that we need at least 2N memory loca-
tions for this mechanism. Additionally, we will need to relurn from
SUBZ first and SUBI next. in other words, we need a structure which
can preserve the chronological ordering in which addresses have been
saved.

The structure has a name and has already been introduced. 1t is rhe
stack. Figure 3,38 shows the actual contents of the stack during suc-
cessive subroutine calls. Let us look at the main program first. At ad-
dress 100, the first call is encountered: CALL SUBIL. We will assume
that, 1n this microprocessor, the subroutine call uses 3 bytes (RST is an
exception). The next sequential address 15 therefore not **101°*, but
1037, The CALL instruction uses addresses **100", CHOET, Y102
Because the control unit of the Z80 “‘knows™ that il is a 3-byte instruc-
tion, the value of the program counter, when the call has been com-
pletely decoded, will be *“103". The effect of the call will be to load the
valuc **280" in the program counter. *280" is the starting address of
SUBI.

om L]

-

§
£
|

Caat .

_—4
#

rrturn

Fig. 3.36: Nested Calls

We are now ready to demonstrate the effect of the RETURN instruc-
tion and the correct operation of our stack mechanism. Execution pro-
ceeds within SUB2 until the RETURN instruction is encountered at
time 3. The effect of the RETURN nstruction is simply to pop the top
ol the stack into the program counter. In other words, the program
counter is restored to its value prior 1o the entry into the subroutine.
The 1op of the stack in our example is 303", Figure 3.38 shows that, at
time 3, value ““303"" has been removed from the stack and has been put
back nto the program counter. As a result, instruction execution pro-
ceeds from address **303”. At time 4, the RETURN of SUBI is encoun-
tered. The value on top of the stack is **103"". It is popped and is in-
stalled in the program counter. As a result, program execution will pro-
ceed from location **103’" on within the main program. This is, indeed,
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the effect that we wanted. Figure 3.38 shows that at time 4 the stack is
agamn empty. The mechanism works.

The subroutine call mechanism works up to the maximum dimension
of the stack. This is why early microprocessors which had a 4- or
8-register stack were essentially limited to 4 or 8 levels of subroutine
calls.

Note that, on Figures 3.36 and 3.37, the subroutines have been
shown to the right of the main program. This is only for the clarity of
the diagrarm. In reality, the subroutines are typed by the user as regular
instructions of the program. On a sheet of paper, when producing the
listing of the complete program, the subroutines may be at the begin-
ning of the text, in its middle, or at the end. This is why they are pre-
ceded by a subroutine declaration: they must be identified. The special
instructions tell the assembler that what follows should be treated as a
subroutine. Such assembler directives will be discussed in Chapter 10.

ADDRESS {MAING
00, CAULSUB1 @
1053 (Sl 1y
0
@ 200 (5Un 2}
e i
- 0. CalLsun2
—_ 3 —
RETURN JEENTEI-.S

@
@ RETURMN

Fig, 3.37: The Subroutine Calls

siack: | ime (D) | TmE@) | TmE(Q) | TImE (@)

103 10

[ 3%

103

3

L]

Fig. 3.38: Stack vs, Time
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Z80 Subroutines

The basic concepts relating to subroutines have now been presented.
It has been shown that the stack is required in order to implement this
mechanism. The Z80 is equipped with a 16-bit stack-pointer register.
The stack can therefore reside anywhere within the memory and may
have up to 64K (1K = 1024) bytes, assuming they are available for that
purpose. In practice, the start address for the stack, as well as its max-
imum dimension, will be defined by the programmer before writing his
program. A memory area will then be reserved for the stack.

The subroutine-call instruction, in the case of the Z80, is called
CALL, and comes n 1wo versions; the direct or unconditional call,
such as CALL ADDRESS, is the one we have already described. In ad-
dition, the Z80 is equipped with a conditional call mstruction which wil}
call a subroutine if a condition is met. For example: CALL NZ, SUBI
will result in a call to subroutine 1 if the Z flag is zero at the time of the
test, This is a powerful facility, since many subroutine calls are
conditional, i.e., occur only if some specific condition is met,

CALL CC, NN s executed only if the condition specified by “CC™
is true. CC is a set of three bits (bits 3, 4, and 5 of the opcode) which
may specify up to eight conditions. They correspond respectively to the
four flags ““Z", «“C’*, “p/y», «g» veing either zero or non-zero.

Similarly, two types of return instructions are provided: RET and
RET CC.

RET 1s the basic return instruction. It occuples one byte, and causes
the top two bytes of the stack to be re-installed in the program counter.
1t is unconditional.

RET CC has the same effect except that it is executed only if the con-
ditions specified by CC are true, The condition bits are the same as for
the CALL instruction just described.

Additionally, two specialized types of return are available which are
used O terminate mnterrupt routines: RETI, RETN. They are described
in the section on the Z80 instructions as well as in the section on inter-
rupts,

Finally, one more specialized nstruction is provided which is analo-
gous to a subroutine call, but allows the program to branch to only one
of eight starting locations located in page zero. This is the RST P in-
struction. This is a one-byte instruction which automatically preserves
the program counter in the stack, and causes a branch to the address
specified by the three-bit P field. The P fieid corresponds to bits 3, 4
and 5 of the insrtuction, multiplied by eight.
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In other words, if bits 3, 4, 5 are “000"*, the jump will occur to loca-
tion O0H. If these bits are “*0017", the branch will oceur 1o O8H, eic. up
to 111, which will cause a branch to location 38H. The RST instruction
1s very efficient in terms of speed since it is a single-byte instruction.
However, it can jump to only eight locations, in page 0. Additionally,
these addresses in page 0 are only eight bytes apart. This instruction s a
carry-over from the 8080 and was extensively used for mterrupts. This
will be described in the interrupt section. However, this instruction may
be used for any other purpose by the programmer, and should be con-
sidered as a possible specialized subroutine call.

Subroutine Examples

Most of the programs that we have developed and are going 10
develop would usually be written as subroutines. For example, the
multiplication program is likely to be used by many areas of the pro-
gram, In order to facilitate and clarify program development, it is
therefore convenient to define a subroutine whose name would be, for
example, MULT. At the end of this subroutine we would simply add
the instruction RET.

Evercise 3.32: If MULT s used as a subroutine, would it “‘damage”’
any internal flags or registers?

Recursion

Recursion is a word used to indicate that a subroutine 1s calling itself.
If you have understood the implementation mechanism, you should
now be able to answer the following question:

Exercise 3.33: Is it legal 10 let a subroutine call itself? (In other words,
will everything work even if a subroutine calls itself?) If you are not
sure, draw the stack and fill it wih the successive addresses. Then, look
at the registers and memory (see Exercise 3.18) and determine if @ pro-
blem exists.

Interrupts will be discussed in the mput/output chapter (Chapter 6).
All returns except returns from interrupts are one-byte instructions; all
calls are 3-byte instructions (except RST}.

Exercise 3.34: Look ar the execution times of the CALL and the RET
instructions in the next chapter. Why is the return from a subroutine so
much faster than the CALL? (Hint: if the answer is not obvious, look
again ai the stack implementation of the subroutine mechanism, and
analyze the internal operations that must be performed.)
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Subroutine Parameters

When calling a subroutine, one normally expects the subroutine to
work on some data. For example, in the case of multiplication, one
wants to transmit two numbers to the subroutine which will perform
the multiplication. We saw in the case of the multiplication routine that
this subroutine expected to find the multiplier and the multiplicand in
given memory locations. This illustrates one method of passing para-
meters: through memory. Two other techniques are used, so that we
have three ways of passing parameters.

I—through registers

2—through memory

3—through the stack

Registers can be used to pass parameters. This is an advantageous
solution, provided that registers are available, since one does not need
to use a fixed memory location: the subroutine remains memory-inde-
pendent, If a fixed memory location is used, any other user of the sub-
routine must be very careful that he uses the same convention and that
the memory location is indeed available (look at Exercise 3.19 above).
This is why, in many cases, a block of memory locations is reserved
simply to pass parameters among various subroutines.

Using memory has the advantage of greater flexibility (more data),
but results in poorer performance and also in tying the subroutine to a
given memory area.

Depositing parameters in the stack has the same advantage as using
registers: it is memory-independent. The subroutine simply knows that
it is supposed to receive, say, two parameters which are stored on top of
the stack. Naturally, it has disadvantages: it clutters the stack with data
and, therefore, reduces the number of possible levels of subroutine
calls. It also significantly complicates the use of the stack, and may re-
quire multiple stacks.

The choice is up to the programmer. In general, one wishes to remain
independent from actual memory locations as long as possible.

If registers are not available, a possible solution is the stack. How-
ever, if a large quantity of information should be passed to a sub-
routine, this information may have to reside directly in the memory. An
elegant way around the problem of passing a block of data is simply 1o
transmit a pointer to the information. A pointer is the address of the
beginning of the block. A pointer can be transmitted in a register, or in
the stack (two-stack locations can be used to store a 16-bit address), or
in a given memory location(s).
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Finally, if neither of the two solutions is applicable, then an agree-
ment may be made with the subroutine that the data will be at some
fixed memory location (the ‘“‘mail-box’’).

Exercise 3.35: Which of the three methods above is best for recursion?

Subroutine Library

There is a strong advantage to structuring portions of a program into
identifiable subroutines: they can be debugged independently and can
have a mnemonic name. Provided that they will be used in other areas
of the program, they become shareable, and one can thus build a
library of useful subroutines. However, there is no general panacea in
computer programming. Using subroutines systematically for any
group of instructions that can be grouped by function may also result in
poor efficiency. The alert programmer will have to weigh the advan-
tages against the disadvantages.

SUMMARY

This chapter has presented the way information is manipulated inside
the Z80 by instructions. Increasingly complex algorithms have been in-
troduced and translated into programs. The main types of instructions
have been used and explained.

Important structures such as loops, stacks and subroutines, have
been defined.

You should now have acquired a basic understanding of program-
ming, and of the major techniques used in standard applications. Let
us study the instructions available.
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A=00
#°=00
AH=00
A =00
A=00
Al =00
A=090
AT=00

A=00-

AT=00
A=00
A =00
a=00
A’ =00
600
A’=00
A=00
a7 =00
A=((
84'=00
A=00
A =00
A=00
A" =00
A=00
=00
A=00
A =00
A=00
AT =00
A=00
a6 =00
A=00
A =00
A=00
=00
fi=00
A =00
A=00
A=00
A=00
A’=0D
A=00
AT =00
A=00
AT=C0
A=00
HT =00
=00
a7=00
A=00
AT=00
A=00
A =00
A=00
AT=0¢
A=00
A =00
A=00
AY=00
A=00
AT=00
A=00
A =00

BC=00Q0
B =0000
BC=0003
B =0000
BC=0803
B =0000
BC=0803
B*=0000
BC=0803

‘=G000
BC=0BO3
B*=0000Q
BE=0801
H’=0000
BE=0801
Br=0000
BC=0801
B =0000C
BC=0B801
B =000
RC=0801
B*=0000
BC=0701
B’ =0000
BC=0701
B =0000
BL=0700
F=0000
BC=0700
R/ =0000
BO=070¢
B =0000
BC=G700
B/ =0000
RC=G700
B =0000
BE=0500
B/ =0G000
BE=0600
B =00C0
HC=0400
D =0000
HC=0400
B =0000
BC=0400
B =0000
BC=DA0C
B’ =0000
BL=0%00
82 =0000
BC=0500
B =0000
EC=0500
L =00G0C
BLC=0500
i =0000
BC=0300
B =0000
BL=0500
1Y =0000
HC=0400
F/=0000
BC=0G400
B =0000

NE=4000
D7=0000
DNE=GG00Q
B =¢Cco0
DE=0000
D =0000
DE=000%
O =(000
DE=0005
I =0000
DE=000%
0=0000
DE=0(05

‘=000¢0
RE=000T

=000
NE={00Y
0 =0000
DE=0004
nr=0000
DE=000A
B7=0000
BE=0004
B/ =0000
BE=0004
L =0000
GE=0004A
L7 =0000
RE=000A
D =300
DE=000A
04 =0G000
DE=Q01 4
0 =G000
RE=0014
n°=0c00
DE=0QC14
o =0G00
DE=0014
I =0000
DE=0014
L =00G0
NE=00%4
0/ =0000
DE=0028
I =0000¢
DE=0026
I =0000C
DE=Q028
B =0000
DE=0028
0 =0000
DE=00028
07 =0000
DE=0028
2 =0000
BE=0050
¥ =0000
BE=00%0
[+ =0000
LE=0050
It =0000
DE=0050
D =G00¢
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HL=0000
H =0000
HL=0000
H=GC00
HL=0000
H/=0000
HL=0000
H =0000
HL=0000
H=0000
HL=0000
HY=0000
HEL.=CG000

*=0000
HL=0000
H =0000
HL=0002
HI =000
HL=0005
H'=0006
HL=0005%
H=0000
HL=000%
H=0000
HL=000%5
H'=0000
HL=0003
H =0000
HL=000%

‘=0000
HL=000F
H =0000
HL=CCOF
H =0000Q
HE=00Q0F
H/=0000
HE =QGOF
H=0000
HL=00GF
H"=0000
HL=000F
H"=0000
HL.=000F
M =0000C
HL=000F
H"=0000
HL=000F
H’=Q00C
HL=000F
H7=0000
Hi_=000F
B =0000
HL=000F
H’=0Q0¢
HL=000F
H*=0000
HEL=000F
B =0000
HL=000F
H=0009
HL=000F
R =0000
HL=C000F
H'=0000

G=G300
X=0000
50300
X=000¢
S=0300
X=0000
8=0300
X=0000
§=0300H
X=0000
S=0300
X=0000
5=0300
X=03000
520300
X=0040
§=0300
X=0000
S5=0300
X=0000
5=0300
X=03000
5=0300
X=0000
5=0300
X=00040
§=0300
X=0000
S=03040
X=0000
§=030¢
X=G00C
§=0300
X=0¢000
520300
K=G000
§=01100
X=0000
5=0300
X=0000
S=0300
X=00C0
S=0300
H=0000
S5=0300
X=0000
S=0300
X=0000
5=0300
X=0400
5=0300
%=0000
5=0300
X=0000
5=0300
X=04300
£=0300
X=0000
$=0300
X=0000
S=0300
X=0000
§=0300
X=000¢

P=0100
T=0000
F=0104
Y=0000
F=0104
Y=0000
P=010A
Y=000G¢
FP=010C
¥Y=0000
P=010F
Y=000G0
P=015%
Y=0040
P=0113
Y=0000
F=0114
Y=0000
F=0114
¥Y=0000
F=0118
¥=0000
F=0119
Y=0C00
e=03i0F
Y=000¢
F=0111
Y=0000
P=0£13
Y=0000
F=0114
Y=0000
F=0114
Y=0000¢
P=0118
Y=0000
QL LD
Y=0000
E=010¥F
Y=0000
F=0111
Y=0000
F=0114
¥=0000
F=0114
Y=0000
F=0118
Y=0000
F=01L?
Y=00¢00
£=010F
¥=0000
F=0111
¥=0000
F=Qlia
Y=0000
F=0114
Y=0C¢G0
F=0118
Y=0000
P=0i1e
Y=0000
F=010F
¥=0000

01007
1=00
01047
I=00
0106°
1=00
010A°
I=00
0107
1=00
010F -
1=00
61117
1=00
01137
I=00
01147
I=00
0114/
I=00
0118°
1=00
0119°
1=00
010F *
1=00
011t°
1=00
01137
I=00
01147
1=00
01167
I=00
c11a-
I=00
61197
1=00
010F ©
I=00
0111+
1=00
0114¢
I=00
01167
1=00
01187
I=00
0LLY”
1=00
O10F
=00
0111’
I=00
oLiq’
1=00
01147
1=00
01187
1=00
0119"
1200
oLOF”
1=00

Ln
LD
in
Lk
L
SKL
JR
ALD
5LA
RL
DEC
JSF
SRL
JR
AlE
SLA
R
DEC

JE

JiR
SLa
RL

DEC

SRL
JR
S
RL

BEC

SRL

Fig, 3.39: Multiplication: A Complete Trace
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FARY) a=G0
A =00

Vv A=00
A7 =00

5 v =00
AT=00

v a=00
a'=00

’ =00

N A=00
=00

vy a=00
A =00

v A=00
Ar=00

£ A=Ge
AT=00

aA=G0o

A=00

i A=00
Ar=00

a*=00

FARY A=00
A =CC

¥ A=GO
8’ =00

] A=QQ0
Ar=00

A=00

a'=00

M A=0QC
=00

N A=00

A =00

FAR" &=00
‘=00

zv Aa=00
AT=00

v L A=00
AT=00

Y A=D0
a7 =00

Z N A=00
A =00

A7=00
Z N A=00
87 =00

Fig.
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BC=0400
L =000¢
RE=CA00
' =0000
BC=0400
#=0000
BC=0400
L =0000
BE=0300
B =0000
BL=0G300
B/=0000
BC=0300
B =0000
RC=0300
£ =0000
B=0300
R/=0000
BC=0300
B =00G0
BI=02G0
B =CGO00
nC=0200
2 =0000
HL=0200
B =0800
BC=0200
B =00CG0
BO=QI00
B =03000
BL=Q200
2 =0000
LC=0100
&’ =0000
BC=0100
B =0000
BE=0L00
B=00060
RC=0160
B =C000
BC=C100
I =0000
BC=Q100
7’ =0000
BL=0000
& =0000
RC=0000
B =000C
HC=D000
B =0000

NE=005C
0 =0000
NE=00S0
1 =0000
DE=00A0
£ =0000
NE=00n0
n-=0000
HE=00AC

c=000G
DE=00A0
n =0000
DE=00A0
b =000
OE=00A0
0 =0000
BE=0040
0 =0900
DE=0140
n=000¢
NE=0140C
Br=00600
NE=0140
=000
GE=014{)
£/ =0000
DE=0140
L =000¢
TE=0180
=0000
DE=G280
[11=0000
DE=0180
o’ =0000
BE=0280
0’ =0000
NE=0280
n‘=000¢C
DE=028¢
L =0000
DE=0200
7 =0000
DE=CDH00
n*=¢o00
GE=0500
I =0000
DE=0500
I =4000
DE=0300
n=000¢

HL.=000F
H ={000
HL=00GF
H7=0000
HL=CO00F
K7 =0000
HL=000F

*=0000C
HL=000F
H =0000
HL=000F
H =0000
HL=000F
H=G000
HL=0GCOF
#H=0000
HL,=000F
H?=0000
HL=000F
H/=00006
HL=000F
H7=0060
HL=000F
H=0000
HL=000F
H*=0000
BL=000F
H=0000
HL=0Q00F
7 =0000
HL=000F
7 =G000
HL=000F
H =G000
HL=000F
K’ =0000
HL=000F
W =4000
HL=00CF
H'=0000
HL=000F
H’=0000
HL=0CO0F
H=0000
HL=GOOF
H*'=(000
HL=000F
H7=0000
HL=000F
H'=000¢

5=030¢
X=0000
5=0300
X=0000
§=0300
X=0000
$=0300
X=3000
G=030¢
X=00C0
§=0300
X=0000
S5=0300
X=0000
5=G300
X=0000
§=0300
x=0000
G=0300
X=0000
S=0300
X=0000
5=0300
X=GQ00
5=0300
XK=0000
5=0300
X=0000
5=0300
X=0C00
5=0300
%X=0000
S=0300
X=0000
S=0300
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5=0300
X=0000C
5=0300
X=000<
5=0300
2=0000
§5=0300
X=G000
5=0300
X=00G0
5=0300
X=0000
g=0300
X=000C

P=0111
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F=0114
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F=a0l1é
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P=0118
Y=G000
P=0119
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P=0111
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F=0114
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*=(011éb
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F=0118
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F=0111
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F=0114
Y=0G000
F=0114
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=0118
¥=00600
F=01179
y=0000
F=010F
Y¥=0000
F=0111
T=GG00
F=0114
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F=0114
Y=0000
F=0118
¥=0000
F=0Q119
¥=0000
F=0110
Y=006C
F=011F
Y=0Q000
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I=00
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I=00
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=00
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QL14’
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0419
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=00
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=00
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SRL
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3.39: Multiplication: A Complete Trace {(continued)
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ANSWERS TO EXERCISE 3.18 (MULTIPLICATION}:

CREHEHCE CDOS 200 ASSLMBELER worsion 02,190 FAGE 0003

0000 0003 oRe G1O0H

{oIo0) 0007 MPRAR oL O100H

{0202) 2003 HPBADR pL GI02H

604> Q004 REGAR L [thele L)

Q005

0109  Epampogel Q004 HPABD Lis Ly (HPRAD? FLOAD HULTIPLIER INE0 O
aica 0400 0007 Li fi.g FiCOFS BTV CORUNTER
Q166 EBSBOZ0D Q008 L B> (HFDAED FLOAD MUTIFLICARE THTC E
o10A 1600 Q007 L [E e FOLEAN D
oleE 210000 Q016G Lis HIlL» O FRET REGULT T O
010F  Cp37 0011 HULY SRL o ISHIFT SMIHYTFLIER BIT THID CARRY
QIi1  300: 0017 JE HE r RGADD FTEST CARKY
2113 1% e leF B3 121 HL e DE FALD HPD IO RESULT
o114 gB23 0014 MOABD SLA E TSHIFT MFD LEFT
Q114 EBID (103 51 RL o FEAVE DIT N U
Q11g oo 001s BLE I SHEEREAEHT SHIFT COUNTER
0117  CIOF0L 0017 JR HIHULY oD TE OAGATN IF COONTER oo
011C 270402 oeig LD (REGADD 150 FOTURE RESUL
0L1F (200G 0017 END
Errors o

Fig. 3.40: The Multiplication Program (Hex)

LABEL {INSTRUCTION| B C ‘CA(RZM B E H L
0o a0 0 00 0 | 00 ] 00

MP488 LD BC,(0200)] 00 03 0 00 gc ;1 00 | QO
LbB. o8 08 03 0 00 Qo | 00 ; 00
IDDE{0202)] 08 | 03 0 00 05 | 00| 0O

tbD. o0 08 | 03 o 00 05 | 00| 00

LD HL,C000 08 | 03 0 GO 05 | 00 | OO

MULT SRLC a8 | N 1 00 05 | 00| 0O
JRNC 0114 | 08 | O1 1 a0 05 | 00| OO

ADD HL,DE a8 | 01 0 00 05 { Q0 | 05

NOADD | SLAE 08 | 01 ¢ 00 0A | 00§ 05
RED 08 | 01 0 00 0A | OO | 05

DECB 07 1 01 0 00 OA | 00} 05

JP NZ,010F 07 {01 0 00 O0A | 00 | 05

MULT SRLC 7 | 00 1 00 0A | 00 | 05
JRNC. 0114 | 07 | 00 ] o 0A | 00 | 05

ADD HL,DE 07 | GO 0 o0 OA | 00} OF

NOADD | SLA E Q7 | GO 0 00 4 { 00 | OF
RL D g7 | Q0 o 00 14 | 00 | OF

DECB g6 § 00 ] 00 14 | 00 | OF

JP NZ,010F 06 | 00 0 0o i4 1 00| OF

Fig. 3.41: Two Iterations Through the Loop
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4
THE Z80 INSTRUCTION SET

INTRODUCTION

This chapter will first analyze the various classes of instructions
which should be available in a general-purpose computer. It will then
analyze one by one all of the instructions available for the 280, and ex-
plain in detail their purpose and the manner in which they affect flags
or can be used in conjunction with various addressing modes. A de-
tailed discussion of addressing techniques will be presented in Chapter
5.

CLASSES OF INSTRUCTIONS

Instructions may be classified in many ways, and there is no stan-
dard. We will here distinguish five main categories of instructions:

j-~data transfers
2—data processing
3—test and branch
4.-input/output
5—control

Let us now examine each of these classes of instructions in turn.

Data Transfers

Data transfer instructions will transfer data between registers, or be-
tween a register and memory, or between a register and an input/output
device. Specialized transfer instructions may exist for registers which
play a specific role. For example, push and pop operations
are provided for efficient stack operation. They will move a word of
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data between the top of the stack and the accumulator in a single in-
struction, while automatically updating the stack-pointer register,

Data Processing

Data processing instructions fail into five general categories:

[—arithmetic operations (such as plus/minus)

2—bit manipulation (set and reset}

3—increment and decrement

4—Ilogical operations (such as AND, OR, exclusive OR)
5-—skew and shift operations (such as shift, rotate)

It shouid be noted that, for efficient data processing, it is desirable to
have powerful arithmetic instructions, such as multiply and divide.
Unfortunately, they are not available on most microprocessors. It is
aiso desirable to have powerful shift and skew instructions, such as
shift n bits, or a nibble exchange, where the right haif and the left half
of the byte are exchanged. These are also usually unavailable on most
MICTOProCessors.

Before examining the actual Z80 instructions, let us recall the dif-
ference between a shift and a rofarion. The shifl will move the contents
of a register or a memory location by one bit location to the left or (o
the right. The bit falling out of the register will go into the carry bit.
The bit coming in on the other side will be a **0"’ except in the case of an
tarithmetic shift right,”” where the MSB will be duplicated.

In tne case of a rotation, the bit coming out still goes in the carry.
However, the bit coming in is the previous value which was in the carry
bit, This corresponds to a 9-bit rotation. 1t is often desirable 1o have a
true 8-bit rotation where the bit coming in on one side is the one falling
from the other side. This is notprovided on most microprocessors
but is available on the Z80 (see Figure 4.1).

Finally, when shifting a word to the right, it 1s convenient to have one
more type of shift, called a sign extension or an “‘arithmetic shift
right.”” When doing operations on {wa'’s complement numbers, parti-
cuiarly when implementing floating-point routines, it is often necessary
to shift a negative number to the right. When shifting a two’s compie-
ment number to the right, the bit which must come in on the iefl side
should be a **I"" {the sign should get repeated as many times as needed
by the successive shiftsy. This is the anithmetic shift right.
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SHIFT LEFT

LN DN DD DY DY

Q CARRY

ROTATE LEFT
L N DD DY Y

it

Fig. 4.1: Shift and Rotate

Test and Jump

The test instructions will test bits in the specified register for ‘0"’ or
1", or combinations. At a minimum, it must be possible to test the
flags register. It is, therefore, desirable to have as many flags as pos-
sible in this register. In addition, it is convenient to be able to test Tor
combinations of such bits with a single instruction. Finally, it is
desirable to be able to test any bit position in any register, and to test
the value of a register compared to the value of any other register
(greater than, less than, equal). Microprocessor test instructions are
usually limited to testing single bits of the flags register. The Z80, how-
ever, offers better facilities than most.

The jump instructions that may be available generally fall into
three categories:

{—the jump, which specifies a full [6-bit address

2—the relative jump, which often is resiricted to an 8-bit displace-
ment field

J--the call, which is used with subroutines
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1t is convenient to have two- or even three-way jumps, depending, for
example, on whether the result of a comparison is **greater than,”” *‘less
than,” or ‘“‘equal.” It is also convenient to have skip operations, which
will jump forward or backwards by a few instructions. However, a
“skip’ is equivalent to a “‘jump.’” Finally, in most loops, there is
usually a decrement or increment operation .at the end, followed by a
test-and-branch. The availability of a single-instruction increment/
decrement pfus test-and-branch is, therefore, a significant advan-
tage for efficient loop implementation. This i1s not available in most
microprocessors. Only simple branches, combined with simple tests,are
available. This, naturally, complicates programming and reduces effi-
clency. In the case of the 280, a *“*decrement and jump’’ instruction is
available. However, it only tests a specific register (B) for zero.

Input/Qutput

Input/output instructions are specialized nstructions for the hand-
ling of input/output devices. In practice, a majority of the 8-bit micro-
processors use memory-mapped I/0; input/output devices are con-
nected to the address bus just like memory chips, and addressed as
such. They appear to the programmer as memory locations. All
memory-type operabions normally require 3 bytes and are, therefore,
stow, For efficient input/output handling in such an environment, it 1s
desirable to have a short addressing mechanism available so that 1/0
devices whose handling speed is crucial may reside in page 0. However,
if page 0 addressing is available, 1t is usually used for RAM memory,
which prevents its effective use for input/output devices. The
280, like the 8080, 15 equipped with specialized /0 instructions. As a
result, 1n the case of the Z80, the designer may use either method: in-
put/output devices may be addressed as memory devices, or else as in-
put/output devices, using the [/0 nstructions.

They will be described later in this chapter.

Contro! Instructions

Control instructions supply synchronization signals and may suspend
or interrupt a program. They can also function as a break or a simu-
fated mnterrupt. (Interrupts will be described in Chapter 6 on In-
put/Qutput Techniques. )
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THE Z30 INSTRUCTION SET

Introduction

The ZB0 microprocessor was designed to be a replacement for the
8080, and to offer additional capabilities. As a result of this design
philosophy, the Z80 offers all the instructions of the 8080, plus addi-
tional structions. In view of the limited rumber of bits available in an
8-bit opcade, one may wonder how the designers of the Z80 succeeded
in implementing many additional ones. They did so by using a few
unused 8080 opcodes and by adding an additonal byte to the opcode
for indexed operations. This 1s why some of the Z80 instructions oc-
cupy up to five bytes in the memory.

It is important to remember that any program can be writlen in many
different ways. A thorough knowledge and understanding of the in-
struction set s ndispensable for achieving efficient programming.
However, when learning how o program, it is not essential to write op-
timized programs. During a first reading of this chapter, it 1s therefore
unimportant to remember all the various instructions. It 1s important to
remember the categories of instructions and to study typical examples,
Then, when writing programs, the reader should consuilt the Z80
mstruction-set description, and select the instructions best suited to his
needs. The various instructions of the Z8O will therefore be reviewed in
this section with the intent of stmplifying them and grouping them in
logical categories. The reader interested 1n exploring the capabilities of
the various instructions is referred (o the individual descriptions of the
instructions.

We will now examine the capabilities provided by the Z80 in terms of
the five classes of instructions which have been defined at the beginning
of this chapter.

Data Transfer Instructions

Data transfer instructions on the Z80 may be classified in four
categories: 8-bit transfers, 16-bit transfers, stack operations, and
black transfers. Let us examine them.

Eighe-Bit Data Transfers

All eight-bit data transfers are accomplished by load instructions.
The format is:

LD destination, source
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For example, the accumulator A may be loaded from register B by
using the instructions:

1D AB

Direct transfers may be accomplished between any two of the
working registers (ABCDEHL).

In order to load any of the working registers, except for the accu-
mulator, from a memory iocation, the address of this memory loca-
tion must first be loaded into the H-L register pair.

For example, 1n order to {oad register C from memory location 1234,
register H and 1 will first have to be loaded with the value *“1234", (A
load instruction operating on 16 bits will be used. This is described in
the following section.)

Then, the mnstruction LD C, (HL) will be used and will accomplish
the desired result.

The accumulator is an exception. it can be loaded directly from any
specified memory location. This is called the extended addressing
mode. For example, in order to load the accumulator with the contents
of memory location 1234, the following instruction will be used:

LD A, (1234H) (Notethe use of ‘()" to denote ‘‘contents of.”"}
The instruction will be stored in the memory as follows:

address PC 13A {opcode)
PC + 1:34 (low order half of the address)
PC + 2:12 (high order half of the address)

Note that the address is stored in “‘reverse order’” in the instruction
itself:

3A | lowaddr | high addr |

All the working registers may also be loaded with any specified eight-bit
value, or ‘‘literal,” contained in the second byte of the instruction {this
is called rmmediate addressing). An example is:

LD E, 12H

which loads register E with the value 12 hexadecimal.
In the memory, the instruction appears as:

PC: IE {opcode)
PC + 1:12 (literal operand)
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As a result of this instruction, the immediate operand, or literal value
will be contained in register E.

The ndexed addressing mode is also available for loading register
conients, and will be fully described in the next chapter on addressing
techniques. Other miscellaneous possibilities exist for loading specific
registers, and a table listing all the possibilities is shown in Figure 4.2
( tables supplied by Zilog, Inc.). The grey areas show instructions
common with the 80R0A.,

EXE.
1ML RECETER REG INDIRECT ; IKQEXEDR {ADOR

L 33
57

=

m

5

:

E

s

xeply
. 1
H

A28 fee |

REGISTER | D

;;‘ agg fag:

¥

UEATINATION

REC
HDRECT

HHDEXED

[ eug

Ext apdRr| fnnd

rLIE0

Fig. 4.2: Eight-Bit Load Group—‘LD’

16-Bit Data Transfers

Basically, any of the 16-bit register pairs, BC, DE, HL, SP, IX. IV,
may be loaded with a literal 16-bit operand, or from a specified
memory address {extended addressing), or from the top of the stack,
i.e., from the address contained in SP. Conversely, the contents of these
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register pairs may be stored 1n the same manner at a specified memory
address or on top of the stack. Additionally, the SP register may be
loaded from HL, IX, and IY. This facilitates creating muitipie stacks,
The register pair AF may also be pushed on top of the stack.

The table listing all the possibilities is shown in Figure 4.3. The stack
push and pop operations are included as parts of the 16-bit data
transfers. All stack operations transfer the contents of a register pair to
or from the stack. Note that there are no single push and pop instruc-
tions for saving individual eight-bit registers.

SOURCE

im. | EXT. | REG,
REGISTER EXT. } ADDR.]INDIA,
AF BC DE Hi [ 74 4 nn Innl | ISP
AF
'
B oE
E
G
; HL
DESTINATION b
E
R | g oo
Fg
X
8%
exT %
Aogk, | ! n
n
PUSH REG. | IsFl on o
INSTRUCTIONS ™™ 1 15y £5 [
NOTE: The Push & Pop Instructioas adjust *

the SP aftar svary exacution PaR
INSTRUCTIONS

Fig. 4.3: 16-Bit Load Group—‘LD’, ‘PUSH’ and ‘POP’

A double-byte push or pop is always executed on a register pair: AF,
BC, DE, HL, IX, I'Y(see the bottom row and right-most column in
Figure: 4.3).

When operating on AF, BC, DE, HL, a single-byte is required for the

instruction, resulting in good efficiency. For example, assume that the
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stack pointer SP contains the value *0100"°, The foilowing instruc-
tion 15 executed:

PUSH AF

When pushing the contents of the register pair on the stack, the stack
pointer SP is first decremented, then the contents of register A are de-
posited on top of the stack. Then the SP 1s decremented again, and the
contents of F are deposited on the stack. At the end of the stack trans-
fer, SP points to the top element of the stack, which in our example
isthe value of F.

It is important to remember that, in the case of the Z80, the SP
points to the top of the stack and the SP is decremented whenever a
register pair is pushed. Other conventions are often used in other pro-
cessors, and this may be a source of confusion.

IMPLIED ADDRESSING

AF |Bc DE &HL | HL | X 1y

AF V]

BC,
DE

IMPLIED; &
HL

Dg

DE

REG. | {sP} JE3 | DD | fD
INDIR. sl 3 | g3

Fig. 4.4: Exchanges ‘EX’ and ‘EXX’

Exchange Instructions

Additionally, a specialized mnemonic EX has been reserved for ex-
change operations. EX is not a simple data transfer, but a dual data
transfer. It actually changes the contents of fwo specified locations. EX
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may be used to exchange the top of the stack with HL, IX, 1Y and also
to swap the contents of DE and HL and AF and AF’ (remember that
AF’ stands for the other AF register pair available in the Z80).
Finally, a special EXX instruction is available to exchange the con-
tents of BC, DE, HL with the contents of the corresponding registers in
the second register bank of the Z80.
The possible exchanges are summarized in Figure 4.4,

SOURCE
REG.
iNDIR.
(ML}
ED ‘LDV — Load (DE)-—{HL}
AD Ine HL & DE, Dee BC
=] ‘LDIR," — Load (DE}-a—(HL)}
Ec BG int HL & DE, Dec BG, Repeat untif BC = 0
DESTINATION FNDi‘R. {DE}
EC ‘LDD" — Load {DE)-s#—[HL}
AB Dec HL & DE. Dec BC
ED ‘LDDR’ — Load {DE}—{HL}
B8 Dec HE & DE, Dec BC, Repeatuntit BC=§

Reg HE  pomts to source
Reg DE  ponts 1o destinatton
Reg BC s byte counter

Fig. 4.5: Block Transfer Group

Block Traasfer Instructions

Block transfer instructions are instructions which will result in the
transfer of a block of data rather than a single or double byte. Block
transfer instructions are more complex for the manufacturer to imple-
ment than most instructions and are usually not provided on micropro-
cessors. They are convenient for programming, and may improve the
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performance of a program, especially during input/output operation.
Their use and advantages will be demonstrated throughout this book.
Some automatic block transfer instructions are available in the case of
the Z80. They use specific conventions.

All block transfer instructions require the use of three pairs of
registers: BC, DE, HL:

BC 15 used as a 16-bit counter. This means that up to 2'* = 64K bytes
may be moved automatically. HL 1s used as the source pointer. It may
point anywhere 1n the memory. DE 15 used as the destination pointer
and may point anywhere in the memory.

Four block transfer instructions are provided:
LDD, LDDR, LBPl, LDIR

All of them decrement the counter register BC with each transfer, Two
of them decrement the pointer registers DE and HL, LDD and LDDR,
while the two others increment DE and HL, LDi and LDIR. For each
of these two groups of instructions, the letter R at the end of the
mnemonic indicates an automatic repeat. Let us examine these instruc-
tions,

LDI stands for ‘‘load and increment.”” It transfers one byte from the
memory location pointed to by M and L to the destination in the
memory pointed to by D and E. It also decrements BC. it will automati-
cally increment H and L and D and E so that all register pairs are pro-
perly conditioned to perform the next byte transfer whenever required.

LDIR stands for “*load increment and repeat,” i.e., execute LDI
repeatedly until the counter registers BC reach the value “*0°". It is used
to move a continuous block of data automatically from one memory
area to another.

LDD and LDDR operate 1n the same way except that the address
pointer.is decremented rather than incremented. The transfer therefore
starts at the fughest address in the block instead of the lowest. The ef-
fect of the four instructions 1s summarized in Figure 4.5.

Similar autornated instructions are available for CP (compare) and
are summarized in Figure 4.6.

Data Processing Instructions

Arithmetic

Tweo main arithmetic operations are provided: addition and subtrac-
tion. They have been used extensively in the previous chapter. There are
two types of addition, with and without carry, ADC and ADD respec-
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SEARCH
LOCATION
AREG.
tNDIR.
{HL}
€D ‘CPL"
Al Inc HL, Dec BC
ED ‘CPIR’, Ing HL, Dec BC
B1 repeat until BC = 0 or find match
ED s~y Ht
a9 ChD” D¢ HL B BC
£ ‘CPDR" Dsc HL & BC
BO Fuepoat umtil BC = 0 o1 find match

Hi pumts to iocation (n memory
to be compared with accumulator
contents

BC is byte countar

Fig. 4.6: Block Search Group

tively. Similarly, two types of subtraction are provided with and
without carry. They are SBC and SUB,

Additionally, three special instructions are provided: DAA, CPL,
and NEG. The Decimal Adjust Accumulator instruction DAA has been
used to implement BCD operations. [t is normally used for each BCD
add or subtract. Two complementation instructions also are available.
CPL will compute the one’s complement of the accumulator, and NEG
will negate the accumulator into its complement format{two’s comple-
ment}.

All the previous instructions operate on eight-bit data. 16-bit opera-
tions are more restricted. ADD, ADC, and SBC are available on
specific registers, as described in Figure 4.8.

Finally, increment and decrement instructions are available which
operate on all the registers, both in an eight-bit and a 16-bit format.
They are listed in Figure 4.7 (eight-bit operations) and 4.8 (16-bit opera-
tions).
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SOURCE
REG.
REGISTER ADDRESSING INDIR.| INDEXED |IMMED,
3 8 [ 5] E H L HL) | UX+d) ] itYsdh[ =
B P o |oe FD
‘ADD* 87 . 81 B2 183 ). BA foBS | 86 . gs 3& -2
L RS DD FD L
ADDwCARRY P BF B8 |89 Ba 88 8c 8n | 8E BE 13 CE
‘Apc . TR I R R . . ald d o
] Do FD L
SUBTRACT 7 96 a6 D&
‘SUB' ! d d "
o . - {ob FO
SUBw CARRY | OF . J88: E: = gE
‘sBC’ - d d
B PR -} 8D £0
‘AND’ TAY LA o AG AB
L 1d ]
L e B o ) FD
XOR’ AF L S AE
) ¢ ¢
C o ] FD
an’ B7 i BB BE
. Hd d
53] Fi
COMPARE ;1 BE BE
fiars g d d

INCREMENT | 305
NG S

DECREMENT | ap 7|
‘DEC’ o

Fig. 4.7: Eight-Bit Arithmetic and Logic

Note that, in general, all arithmetic operations modify some of the
flags. Their effect is fully described in the instruction descriptions later
in this chapter. However, it is important to note that the INC and DEC
instructions which operate on register pairs do not modify any of the flags.

This detail is important to keep in mind. This means that if you incre-
ment or decrement one of the register pairs to the value “0', the Z-bit
n the flags register F will not be set. The value of the register must be
explicitly tested for the value “*0” in the program.

Also, it is important to remember that the instructions ADC and SBC
always affect all the flags. This does not mean that all the flags will
necessarily be different after their execution. However, they might.
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SOURCE
BC DE i 5P X N
HL 09 19 29 a9
Z | Ao 1% oo | op oo | DD
E 09 19 39 28
<
z
e Iy £D FD FD £o
] 09 19 a9 el
]
ADD WITH CARRY AND | HL ED ED ED ED
SETFLAGS ‘ADC 4n 5A 6A T4
SUBWITH CARRY AND | HL ED ED ED ED
SET FLAGS  'SBC 42 52 62 72
INCREMENT  “INC’ ] 13 23 33 DD FD
23 23
DECREMENT 'DEC’ o8 1B 28 38 DD o)
28 28
Fig. 4.8: Sixteen-Bit Arithmetic and Logic
Logicai

Three logical operations are provided: AND, OR (inclusive) and
XOR (exclusive), plus a comparison instruction CP. They all operate
exclusively on eight-bit data. Let us examine them in turn. (A table list-
ing all the possibilities and operation codes for these instructions is part
of Figure 4.7.)

AND

Each logical operation is characterized by a fruth fable, which ex-
presses the logical value of the result in function of the nputs. The
truth table for AND appears below:
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0 AND 0 =0 AND | o I
OANDI =0

iANDO =0 o |0 0 0
IANDI = | i 0 1

The AND operation is characterized by the fact that the output is
“1" only if both mputs are ““I"". In other words, if one of the inputs is
“0’7, it is guaranteed that the result is “°0°*. This feature is used to zero
a bit position in a word. This is called ‘‘masking.”’

One of the important uses of the AND instruction is to clear or
“‘mask out”’ one or more specified bit positions in a word. Assume for
example that we want to zero the right-most four-bit positions in a
word. This will be performed by the following program:

LD A, WORD WORD CONTAINS 10101010’
AND 111100008 ‘11110000° IS MASK

Let us assume that WORD is equal to ‘10101010’. The resuit of this
program is to leave the value ‘10100000’ in the accumulator. “B”’ is
used to indicate a binary value. *

Exercise4.1: Write a three-line program which will zero bits I and 6 of
WORD.,

Exercise 4.2: What happens with a MASK = “11111111°7
OR

This instruction is the inclusive OR operation. It is characterized by
the following truth table:

0ORO =0 orR | o |
QOR1 = |

{ORO =1 7 0 0 !
10R1 =1 i I 1

The logical OR is characterized by the fact that if one of the operands
is 1”7, then the result is always *‘1'". The obvious use of OR is to set
any bit in a word to **1".

Let us set the right-most four bits of WORD to 1’s. The program is:

LD A, WORD
OR A, 00001111B
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Let us assume that WORD did contain ‘10:01010°. The final value of
the accumulator will be *10101111°.

Exercise 4.3: What would happen if we were to use the instruction
OR 10101111 B?

Exercise 4.4: What is the effect of ORing with ‘‘FF’’ hexadecimal?
XOR

XOR stands for “‘exclusive OR.”” The exclusive OR differs from the
inclusive OR. that we have just described in one respect: the result is
“1°" only if one, and only one, of the operands is equal to ““1”’. If both
operands are equal to ‘1", the normal OR would give a *‘1"" result.
The exclusive OR gives a “‘0"’ result. The truth table is:

0 XOR 0 =0 xor] o | i
OXOR I =

IXORO=1 o [ 0 ] 0O}
{ XOR1 = 0 T | 1] o

The exclusive OR is used for comparisons. If any bit is different, the
exclusive OR of two words will be non-zero. In addition, in the case of
the Z80, the exclusive OR may be used to complement a word, since
there is no complement instruction on anything but the accumulator,
This is done by performing the XOR of a word with all ones. The pro-
gram appears below:

LD r, WORD
XOR, 11111111 B
ILDr, A

where “r"’ designates the register.

Let us assume that WORD contained *°10101010"°. The final value of
the register will be ““01010101”", You can verify that this is the comple-
ment of the original value.

XOR can be used to advantage as a “*bit toggle.”

Exercise 4.5: What is the effect of XOR using a register with ““00"" hex-
adecimal ?

Skew Ogperations (Shift and Rotate)

Let us first differentiate between the shift and the rotate operations,
which are iflustrated in Figure 4.9. In a shift operation, the contents of
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the register are shifted to the left or to the right by one bit position. The

bit which falls out of the register goes into the carry bit C, and the bit
which comes in is zero. This was explained in the previous section.

SHIFT LEFT

EARAARNDAA RN

( CARRY

ROGIATE (EFY
}. e e Y N N W I
Id

\ = )

L]

Fig. 4.9: Shift and Rotate

One exception exists: it 1s the shift-right-arithmetic. When perform-
ing operations on negative numbers in the two’s complement format,
the left-most bit is the sign bit. In the case of negative numbers it is
““1"", When dividing a negative number by ““2" by shifting it to the
right, it should remain negative, i.e., the left-most bit should remain a
“17, This ts performed automatically by the SRA instruction or Shift
Right Arithmetic. In this arithmetic shift right, the bit which comes in
on the left is identical to the sign bit. It is *0"" if the left-most bit was a
*0", and 1" if the left-most bit was a ““1". This is illustrated on the
right of Figure 4,10, which shows all the possible shift and rotate opera-
{romns.

Rotations

A rotation differs from a shift by the fact that the bit coming into the
register is the one which will fall from either the other end of the
register or the carry bit. Two types of rotations are supplied in the case
of the Z80: an eight-bit rotation and a nine-bit rotation.

The nine-bit rotation is iltustrated in Figure 4.11. For example, in the
case of a right rotation, the eight bits of the register are shifted right by
one bit position. The bit which falls off the right part of the register
gaes, as usual, into the carry bit. At this time the bit which comes in on
the left end of the register 1s the previous value of the carry bit (before it
is overwritten with the bit falling out.) in mathematics this is called a
nine-bit rotation since the eight bits of the register plus the minth bit (the
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carry bit} are rotated to the right by one bit position. Conversely, the
left rotation accomplishes the same result in the opposite direction.

P
a et e dod e o} o * B[ et oL
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mel sl |l mialolalolal s rieal o
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aw s feafoon | cafoar iz oo iyl e
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Fig. 4.10: Rotates and Shifts

7 REGISTER o c
RIGHT ] - — “j
7 REGISTER G C
i
LEFT i—g =~ ‘]
L

Fig. 4.11: Nine-Bit Rotation

The eight-bit rotation operates in a similar way. Bit 0 is copied into
bit seven, or else bit seven is copied into bit 0, depending on the direc-
tion of the rotation. In addition, the bit coming out of the register is
also copied in the carry bit. This is illustrated by Figure 4.12.

C
F g
RIGHT

C
L 7 8] L
LEFY ]

Fig. 4.12: Eight-Bit Rotation
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Special Digit Instructions

Two special digit-rotate instructions are provided to facilitate BCD
arithmetic. The result is a four-bit rotation between two digits con-
tained in the memory location pointed to by the HL registers and one
digit in the lower half of the accumulator, This 15 illustrated by Figure

4.13.

MEMORY

/\/’\/_

RIGHT: : x - -0

H ADDRESS - S e N

MEMORY

LEFT: @ @<« P
i

Fig. 4.13: Digit Rotate Instructions (Rotate Decimal)

Bit Manipulation

It has been shown above how the logical operations may be used to
set or reset bits or groups of bits in specific registers. However, it is con-
venient to set or reset any bit in any register or memory location with a
single instruction. This facility requires a considerable number of op-
codes and is therefore usually not provided on most microprocessors.
However, the ZB0 is eguipped with extensive bit-manipulation
facilities. They are shown in Figure 4.14. This table also includes the
test instructions which will be described oniy in the next section.

Two special instructions are also available for operating on the carry
flag. They are CCF {Complement Carry Flag) and SCF (Set Carry
Flag). They are shown in Figure 4.15.

Test and Jump

Since testing operations rely heavily on the use of the flags register,
we will here describe in detail the role of each of the flags. The contents
of the flags register appear in Figure 4.16.
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Fig. 4.14: Bit Manipulation Group
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Decimal Adjust Acc, ‘DAA’ 27
Complement Acc, 'CPL’ 2F ;.
Negate Ace, ‘'NEG’ ED
{2's complement} 44

Complement Carry Flag, ‘CCF" |- 3F -

Set Carry Fiag, 'SCF’ 37

Fig. 4.15: General-Purpose AF OQperations

7 6 5 4 3 2 I c
5 Z ] — | H I 1PV NC
M {n n

Fig. 4.16: The Flags Register

C is the carry, N is add or subtract, P/V is parity or overflow, H is half
carry, Z s zero, S s sign. Bits 3 and 5 of the flags register are not used
{*“—"). The two flags H and N are used for BCD arithmetic and cannot
be tested. The other four flags (C, P/V, Z, S) can be tested in conjunc-
tion with conditional jump or call instructions.

The role of each flag will now be described.

Carry (C)

In the case of nearly all microprocessors, and of the Z80 in par-
ticular, the carry bit assumes a dual role. First, it 15 used to indicate
whether an addition or subtraction operation has resulted in a carry (or
borrow}. Secondly, it is used as a ninth bit in the case of shift and rotate
operations. Using a single bit to perform both roles facilitates some
operations, such as a multiplication operation. This should be clear
from the explanation of the multiplication which has been presented in
the previous chapter.
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When learning to use the carry bit, it is important to remember that
all arithmetic operations will either set it or reset it, depending on the
resuit of the instructions. Similarly, all shift and rotation operations use
the carry bit and will either set it or reset it, depending on the value of
the bit which comes out of the register.

In the case of logical instructions (AND, OR, XOR), the carry bit
will always be reset. They may be used to zero the carry explicitly.

Instructions which affect the carry bit are: ADD A,s; ADC As:
SUB s; SBC A,s; CP s; NEG; AND s5; OR 51 XOR s; ABD DD,ss; ADC
HL,ss: SBC HL,ss; RLA; RLCA; RRA; RRCA; RL m: RLCm: RR m;
RRC m; SLA m; SRA m: SRL m; DDA SCF; CCF; NEGs:

Subtract (N)

This flag is normally not used by the programmer, and is used by the
Z80 itself during BCD operations. The reader will remember from the
previous chapter that, following a BCD add or subtract, a DAA
(Decimal Adjust Accumulator) instruction is executed to obtain the
valid BCD results. However, the “‘adjustment’ operation is different
after an addition and after a subtraction. The DAA therefore executes
differently depending on the vaiue of the N flag. The N flag is set to
*¢'* after an addition and is set to a “*1’" after a subtraction,

The symbol used for this flag, **N’', may be confusing to program-
mers who have used other processors, since it may be mistaken for the
sign bit. It is an internal operation sign bit.

N is set to “0"" by: ADD A,s; ADC A.s;ANDs;ORs: XORs; INCs;
ADD DD,ss; ADC HL,ss; RLA; RLCA: RRA; RRCA; RL m; RLCm;
RR m: RRCm; SLA m; SRA m: SRL m; RLD; RRD; SCF; CCF; IN1,
(C); LDI; LDD; LDIR; LDDR; LD A, I LD A, R; BIT b, s.

N is set to *“1"" by: SUBs; SBC A.s; CP 5; NEG; DEC m; SBC HL, ss3
CPL; INI; IND; QUTI; OUTD; INIR; INDR; OTIR; OTDR: CPL
CPIR; CPD; CPDR.

Parity/Overfiow (P/V)
" The parity/overflow flag performs two different functions. Specific
instructions will set or reset this flag depending on the parity of the
result; parity is determined by counting the total number of ones in the
result, If this number is odd, the parity bit will be set to *"0" (odd pari-
ty). If it is even, the parity bit will be set to “*1"" (even parity). Parity is
most frequently used on blocks of characters (usually in the ASCII for-
mat). The parity bit is an additional bit which is added to the seven-bit
code representing the character, in order to verify the integrity of data
which has been stored in a memory device. For example, if one bit in
the code representing the character has been changed by accident, due
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to a malfunction in the memory device (such as a disk or RAM
memory), or during transmuission, then the total number of ones in the
seven-bit code will have been changed. By checking the parity bit, the
discrepancy will be detected, and an error will be flagged. In particular,
the flag is used with logical and rotate instructions. Also, naturally,
during an input operation from an 1/0 device, the parity flag will in-
dicate the parity of the data being read.

For the reader familiar with the Intel 8080, note that the parity flag in
the 8080 is used exclusively as such. In the case of the Z80, it is used for
several additional functions. This flag should therefore be handled with
care when going from one of the microprocessors to the other.

In the case of the Z80, the second essential use of this flag is as an
overflow flag (not available in the 8080). The overflow flag has been de-
scribed in Chapter I, when the two’s complement notation was intro-
duced. It detects the fact that, during an addition or subtraction, the
sign of the result is““accidentally ’changed due to the overflow of the
result into the sign bit. (Recall that, using an eight-bit representation,
the largest positive number is + 127, and the smallest negative number
is — 128 in two’s complement,)

Finally, this bit is also used, in the case of the Z80, for two unrelated
functions,

During the block transfer instructions (LDD, LDDR, LDI, LDIR),
and during the search instructions (CPD, CPDR, CP], CPIR), this flag
is used to detect whether the counter register B has attained the value
0, With decrementing instructions, this flag is reset ta 0" if the
byte counter register pair is **0’’. When incrementing, it is reset if BC —
I = O at the beginning of the instruction, i.e., if BC will be decremented

to ‘0™ by the instruction,
Finally, when executing the two special instructions LD A, and LD

A.R, the P/V flag reflects the value of the interrupt enable flip-flop
(IFF2). This feature can be used to preserve or test this value.

The P flag 1s affected by: AND s: OR s; XOR s5; RL m; RLC m: RR m;
RRC m; SLA m; SRA m; SRL m; RLD; RRD; DAA: IN r,{C).

The V flag 1s affected by: ADD A.s; ADC A,5;SUB s: SBC A.5:CP 5;
NEG: INCs; DEC m; ADC HL,ss; SBC HL,ss.

It 1s also used by: LDIR; LDDR (set to “0"); LDI; LDD; CPI:
CPIR; CPD; CPDR.

The Half-Carry Flag (H)

The half-carry flag indicates a possible carry from bit 3 into bit 4 dur-
ing an arithmetic operation. In other words, it represents the carry from
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the low-order nibble (group of 4 bits) into the high order one. Clearly, it
is primarily used for BCD operations. In particular, it is used internally
within the microprocessor by the Decimal Adjust Accumulator (DAA)
instruction in order to adjust the result to its correct value.

This flag will be set during an addition when there is a carry from bit
3 to bit 4 and reset when there is no carry. Conversely, during a subtract
operation, it will be set if there is a borrow from bit 4 to bit 3, and reset
if there 15 no borrow.

The flag will be conditioned by addition, subtraction, increment,
decrement, comparisons, and logical operations.

Instructions which affect the H bit are: ADD A,r : ADD A.s: SUBs:
SBC A,s; CP 5; NEG: AND s; OR s5; XOR s5; INC s5; DEC m:; RLA;
RLCA; RRA; RRCA; RL m: RLC m; RR m; RRC m; SLA m: SR m;
SRL m; RLD; RRD; DAA; CPL, SCF; INr(C); LLDI; LLD; LDIR:
LDDR; LD A;: LD Ar; BIT b,r.

Note that the H bit is randomly affected by the 16-bit add and sub-
tract instructions, and by block input and output instructions.

Zero (Z}

The Z flag is used to indicate whether the value of a byte which has
been computed, or is being transferred, is zero. it is also used with com-
parison {nstructions to indicate a match, and for other miscellaneous
functions.

In the case of an operation resulting in a zero result, or of a data
transfer, the Z bit is set to **1"” whenever the byte is zero. Z is reset to
0 otherwise,

In the case of comparison instructions, the Z bit is set to ‘1" when-
ever the comparison succeeds and to **0”' otherwise,

Additionally, in the case of the Z80, it is used for three more functions:
it is used with the BIT instruction to indicate the value of a bit being
tested. It is set to “*1°7 if the specified bit s **0"" and reset otherwise.

With the special “‘block input-output instructions” (INI, IND,
OUTI, QUTD), the Z flag is set if D — | = 0, and reset otherwise; it is
set if the byte counter will decrement to “0" (INIR, INDR, OTIR,
OTDR).

Finally, with the special instructions IN r,(C), the Z flag is set to ““1”
to indicate that the input byte has the value ‘0"’

In summary, the following instructions condition the vatue of the Z
bit: ADD A,s; ADC A,5:SUB s; SBC As; CPs; NEG; AND s; OR s;
XOR s; INC s; DEC m:; ADC HL, ss; SBC HL,ss; RL m; RLC m;
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RR m; RRC m: SLA m; SRA m; SRL m: RLD; RRD; DAA; IN r,(C);
INI; IND; QUTIL OUTD; INIR; INDR; OTIR; OTDR,; CPl; CPIR;
CPD; CPDR; LD A, L LD A, R; BITh,s; NEGs.

Usual instructions which do not affect the Z bit are: ADD DD, ss;
RLA; RLCA; RRA; RRCA; CPL; SCF; CCF; LDI; LDD; LDIR;
LDDR; INC DD; DEC DD.

Sign (5)

This flag reflects the value of the most significant bit of a result or of
a byte being transferred (bit seven). In two’s complement notation, the
most significant bit is used to represent the sign. *‘0” indicates a posi-
tive number and a ‘1"’ indicates a negative number. As a result, bit
seven is called the sign bit.

In the case of most microprocessors, the sign bit plays an important
role when communicating with input/output devices. Most micropro-
cessors are not equipped with a BIT instruction for testing the contents
of any bits in a register or the memory. As a result, the sign bit is usual-
iy the most convenient bit to test, When examining the status of an in-
put/output device, reading the status register will automatically condi-
tion the sign bit, which will be set to the value of bit seven of the status
register. It can then be tested conveniently by the program. This is why
the status register of most input/output chips connected to micropro-
cessor systems have their most important indicator (usually ready/not
ready) in bit position seven.

A special BIT instruction is provided in the case of the ZB0.
However, in order to test a memory location {which may be the address
of an 1/0 status register), the address must first be loaded into registers
iX, I'Y or HL. There is no bit instruction provided to test a specified
memory address directly (i.e., no direct addressing mode for this in-
struction), The value of positioning an input/output ready flag in bit
position seven, therefore, remains intact, even in the case of the Z80.

Finally, the sign flag is used by the special instruction IN, (C) to in-
dicate the sign of the data being read.

Instructions which affect the sign bit are: ADD A,s; SUB s; SBC A.s:
CP s; NEG;: AND s;: OR 5; XOR s; INC s; DEC m; ADC HL, ss; SBC
HL,ss; RLm: RLCm; RRm; RRCm; SLAm; SRAm; SRLm; RLD:
RRD; DAA: IN r,(C); CPR; CPIR: CPD; CPDR:; LD AL LDA.1
NEG.
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Stmmary of the Flags

The flag bits are used to automatically detect special conditions with-
in the ALU of the microprocessor. They can be conveniently tested by
specialized instructions, so that specific action can be taken in response
to the condition detected. It is important to understand the role of the
vartous indicators available, since most decisions taken within the pro-
gram will be taken in function of these flag bits. All jumps executed
within a program will jump to specified locations depending on the
status of these flags. The only exception involves the interrupt
mechanism, which will be described in the chapter on input/output and
may cause jumping to specific locations whenever a hardware signal is
received on specialized pins of the Z80.

At this point, it is only necessary to remember the main function of
each of these bits. When programming, the reader can refer to the de-
scription of the instruction later in this chapter to verify the effect of
every instruction of the various flags. Most flags can be ignored most of
the time, and the reader who is not yet familiar with them should not
feel intimidated by their apparent complexity. Their use will become
clearer as we examine more application programs.

A summary of the six flags and the way they are set or reset by the
various instructions is shown in Figure 4.17.

The Jump Instructions

A branch instruction is an instruction which causes a forced bran-
ching to a specified program address, It changes the normal flow of
execution of the program from a sequential mode into one where a dif-
ferent segment of the program is suddenly executed. Jumps may be
conditional or unconditional. An unconditional jump is one in which
the branching occurs 1o a specific address, regardless of any other con-
dition.

A conditional jump is one which occurs to a specific address only if
one or more conditions are met. This is the type of jump instruction
used to make decisions based upon data or computed resuits.

In order to explain the conditional jump instructions, it is necessary
te understand the role of the flags register, since all branching decisions
are based upon these flags. This was the purpose of the preceding sec-
ttorn. We can now examine in more detail the jump instructions pro-
vided by the Z80.

Two main types of jump instructions are provided: jump instructions
within the main program (they are called ‘‘jumps’’), and the special
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Fig. 4.17: Summary of Flag Operation
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type of branch instructions used to jump to a subroutine and to return
from it (“‘call’ and *“‘return’’). As a result of any jump instruction, the
program counter PC will be reloaded with a new address, and the usual
program execution will resume from this point on. The full power of
the various jump instructions can be understood only in the context of
the various addressing modes provided by the microprocessor. ‘This
part of the discussion will be deferred until the next chapter, where the
addressing modes are discussed. We will only consider here the other
aspects of these instructions.

Jumps may be unconditional (branching to a specified memory ad-
dress) or else conditional. in the case of a conditional jump, one of four
flag bits may be tested. They are the 2, C, P/V, and S flags. Each of
them may be tested for the value “0" or 1", ‘

The corresponding abbreviations are:

Z zero (Z = 1)

NZ = non zero (Z = 0)
C =carry (C = 1)
NC= no carry (C =0}
PO = odd parity

PE = even parity
P = positive (§ = 0)
M = minus (8§ = 1)

In addition, a special combination instruction is available in the Z80
which will decrement the B register and jump to a specified memory ad-
dress as long as it is not zero. This is a powerful instruction used to ter-
minate a loop, and it has already been used several times in the previous
chapter: it is the DINZ instruction.

Similarly, the CALL and the RET (return) instructions may be condi-
tional or unconditional. They test the same flags as the branch instruc-
tion which we have already described.

The availability of conditional branches is a powerful resource in a
computer and is generally not provided on other eight-bit micropro-
cessors. It improves the efficiency of programs by implementing in a
single instruction what requires two instructions otherwise.

Finally, two special return instructions have been provided in the case
of interrupt routines. They are RET] and RETN. They will be described
in the section of Chapter 6 on interrupts.

The addressing modes and the opcodes for the various branches
available are shown in Figure 4.18.
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CONDETION
UN- MOK MON [PARITY |PARSTY | SIGN TIGH REG
conp. | caRny| casry| zean | zero [EvEN  jonD NEG | POS Be0
c3 pa [*F] CA c2 EA E2 FA £2
Jump  F SMMED, nn n o n n n n a n n
XY, n # n n n n # n n
Jume R’ BELATIVE | PC+r kL] a g 8 20
=2 el ¥ 2 =7
JUME P HLL £3
Jume g REG. i jale}
tNDIA, EQ
JUMP P fiy] FD
3]
co oc D4 cc c4 2 E4 24 Fa
‘CALL” IMMED. nn n " n n n n a n n
EXT. n n ] n n a n n ]
DECREMENT 8,
JUMP IF NON RELATIVE | PG+ Hi]
ZEAD RINZ' =2
RETURAN REGISTER | (57} g [r:3 oo | es [=1) E2 EQ 5 Fo
‘RET" INDIR, [5P+ %}
RETURN FROM | HEG, r) ER
INT "HETP SNDER. [sP+31| 40
RETURN FROM
NON MaskanLE | RES K £
INT “RETN" INDIR, (SP+1} 3 a5

Fig. 4.18: Jump Instructions

A detailed discussion of the various addressing modes is presented
in Chapter 5.
By examining Figure 4.18, it becomes apparent that many ad-
dressing modes are restricted. For exampie, the absolute jump JP nn

can test four flags, while IR can only test two flags.

Mote an important observation: JR tends to be used whenever
possible as it 1s shorter than JP (one less byte) and facilitates program
relocation. However, IR and JP are not interchangeable: JR cannot
test the parity or the sign flags.
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One more type of specialized branch is available; this is the restart or
RST instruction. It is a one-byte instruction which allows jumping to
any one of eight starting addresses at the low end of the memory. Its
starting addresses are, in decimal, 0, 8, 16, 24, 32, 40, 48 and 56. Itis a
powerful instruction because it is implemented in a single byte. It pro-
vides a fast branch, and for this reason is used essentially to respond to
interrupts, However, it is also available to the programmer for other

uses. A summary of the opcodes for this instruction is shown in Figure
4.19.

op
CODE
0000, BST O
ooos,, "RST &
¢ | oo, ‘HST 16"
L
L
A ogi8, ‘AST 24
B
D
g | o020, RST 32
s
]
0028, | AST 40°
0030, ‘RST 48*
0038 ‘ST 56’

H indicates a hexldecimal number.

Fig. 4.19: Restart Group

Input/Output Instructions

Input/output techniques will be described in detail in Chapter 6.
Simply, input/output devices may be addressed in two ways: as
memory locations, using any one of the instructions that have aiready
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been described, or using specific input/output instructions. Usual
memory addressing instructions use three bytes: one byte for the op-
code and two bytes for the address. As a result, they are slow to ex-
ecute, since they require three memory accesses. The main purpose of
specialized input/output instructions 1s to provide shorter and,
therefore faster, instructions. However, input/output instructions have
two disadvantages.

First, they “‘waste’’ several of the precious few opcodes available
(since usually only 8 bits are used to supply all opcodes necessary for a
microprocessor}. Secondly, they require the generation of one or more
specialized input/output signals, and therefore ‘‘waste’” one or more of
the few pins available in the microprocessor. The number of pins is
usually limited to 40. Because of these possible disadvantages, specific
input/output instructions are not provided on mMost MiCroprocessors.
They are, however, provided on the original 8080 (the first powerful
eight-bit general-purpose microprocessor introduced) and on the Z80,
which we know is compatible with the 8080.

The advantage of input/output instructions 1s to execute faster by re-
quiring only two bytes. However, a similar result can be obtained by
supplying a special addressing mode called “‘page 0" addressing, where
the address 1s limited to a field of eight bits. This solution s often
chosen 1n other microprocessors.

The two basic input/output instructions are IN and OUT. They
transfer either the contents of the specified 170 locations into any of
the working registers or the contents of the register into the I/0 device.
They are naturally two bytes long. The first byte is reserved for the op-
cade, the second byte of the instruction forms the low part of the ad-
dress. The accumulator is used to supply the upper part of the address.
1t is therefore possible to select one of the 64K devices. However, this
reguires that the accumnulator be loaded with the appropriate contents
every ime, and this may slow the execution.

In the register-input mode, whose format is IN r, {C), the register
pair B and C is used as a pointer to the I/0 device. The contents of B
are placed on the high-order part of the address bus, The contents of
the specified I/0O device are then loaded into the register designated by
T.

The same applies to the QUT instruction.

Additionally, the ZB0 provides a register-indirect mode, plus four
specialized block-transfer instructions for input and output.

The four block-transfer instructions on input are: INI, INIR
(repeated INI), IND and INDR (repeated IND). Similarly, on output,
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they are: QUTIL, OTIR, OUTD, and OTDR.

In this automated block transfer, the register pair H and L is used as
a destination pointer. Register C is used as the 1/0 device selector (one
out of 256 devices). In the case of the output instruction, H and L point
to the source. Register B is used as a counter and can be incremented
or decremented. The corresponding instructions on input are INI
when incrementing and IND when decrementing.

NI ¢ an automated single-byte transfer. Register C seiects the input
device. A byte 1s read from the device and is transferred to the memory
address pointed to by H and L. H and L are then incremented by i, and
the counter B is decremented by .

INIR 1s the same instruction, automated. It is executed repeatedly
until the counter decrements to *“0”’. Thus, up to 256 bytes may be
transferred automatically. Note that to achieve a total transfer of exact-
ly 256, register B should be set to the value *0" prior to executing this
instruction. .

The opcodes for the input and output instructions are summarized in
Figures 4.20 and 4.21,

Control Instractions

Control instructions are instructions which modify the operating
mode of the CPU or manipulate its internal status information. Seven
such instructions are provided.

The NOP instruction is a no-operation instruction which does
nothing for one cycle. it is typically used either to introduce a deliberate
delay (4 states = 2 microseconds with a 2MHz clock}, or to fill the gaps
created in a program during the debugging phase. In order to facilitate
program debugging, the opcode for the NOP is traditionally all O's.
This is because, at execution time, the memory is often cleared, i.e., all
0’s. Executing NOP's is guaranteed to cause no damage and will not
stop the program execution,

The HALT instruction is used in conjunction with interrupts or a
reset. It actually suspends the operation of the CPU., The CPU will then
resume operation whenever either an interrupt or a reset signal 1s re-
ceived. In this mode, the CPU keeps executing NOP’s. A halt is often
placed at the end of programs during the debugging phase, as there is
usually nothing else to be done by the main program. The program
must then be explicitly restarted.

Two specialized instructions are used to disable and enable the inter-
nal interrupt flag. They are EI and DI. Interrupts will be described in
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Chapter 6. The interrupt flag is used to authorize or not authorize the
interruption of a program. To prevent interrupts from occurring during
any specific portion of a program, the interrupt flip-flop (flag) may be
disabled by this instruction. It will be used in Chapter 6. These in-
structions are shown in Figure 4,22,

‘NOP”
‘HALT’
DISABLE INT “(D8)’

ENABLE INT "{EI}

i
ST ODE 0 8080A MODE
SET INT MODE 3 ED | caLLTo LocATION 0038,
-
SET INT MODE 2 ED | INDIRECT CALL USING REGISTER
™Mz §E | ¢AND 8 BITS FROM INTERRUFTING
DEVICE AS A POINTER.

Fig. 4.22: Miscellaneous CPU Contro}

Finally, three interrupt modes are provided in the Z80. (Only one is
available on the 8080). Interrupt mode 0 is the 8080 mode, interrupt 1 is
a call to location 038H, and interrupt mode 2 is an indirect call which
uses the contents of the special register I, plus 8 bits provided by the in-
terrupting device as a pointer to the memory location whose contents
are the address of the interrupt routine, These modes will be explained
in Chapter 6.
which will also be explained in Chapter 6, They are the IRQ and the
NMI pins.
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SUMMARY

The five categories of instructions available on the Z80 have now
peen described. The details on individual instructions are supplied in
the following section of the book. It is not necessary to understand the
role of each instruction in order to start to program. The knowledge of
a few essential instructions of each type is sufficient at the beginning.
However, as vou begin to write programs by vourself, you should learn
about all the instructions of the Z80 if you want to write good pro-
grams. Naturally, at the beginning, efficiency is not important, and this
is why most instructions can be ignored.

One important aspect has not yet been described. This 1s the set of
addressing techniques implemented on the Z80 to facilitate the retrieval
of data within the memory space. These addressing techniques will be
studied in the next chapter.
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THE Z80 INSTRUCTIONS: INDIVIDUAL DESCRIPTION

ABBREVIATIONS
FLAG ON QFF
Carry C (carry) NC (no carry)
Sign M (minus) P (pius)
Zero Z (zero) NZ (non zero}
Parity PE (even) PO (odd)

) changed functionally according to operation

Q flag is set to zero

i flag is set to one

? flag is set randomly by operation

X special case, see accompanying note on that page

bit positions 3 and 5 are always random
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ADCA,s Add accumulator and specified operand with
Carry.

Function: A~A+s5+C

Format: s:may ber, n, (HL),(IX + d), or (1Y + d)

r [ foJefo = ]
n F[;]o]ol%[flfiol pyte i: CE

[ T T ! byte 2: immediate

data

]

HL [JoJoele[ T ]1]e] sE

(IX + d) [‘[.|a|[t;[n|oluj byte 1: DD

[;Iolololiln|x10! byte 2: 8E

[ Lo 4 —— 1 byte 3: offset value

(LY + d) [1||11||1|]:|oiil byte I: FD

rlio‘o‘olrlflllﬂl byie 2: BE
T ¥

] : e %’ t : l, ]byte3:offsetvaiue

r may be any one of:

A — 111 E - Ol
B - 000 H - 100
C - Q0 L - 101
D - 010
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Description: The operand s and the carry flag C from the status
register are added to the accumulator, and the
result is stored in the accumulator. s is defined in
the description of the similar ADD instructions.

Data Flow:

A

B

D £ AL [ }
H ¢

Timing: usec
o M cycles: | T states: | @ 2 MHz.
r i 4 2
n 2 1 3.5
(HL) 2 7 3.5
(IX + d) ) 19 9.5
ay + d 5 19 9.5

Addressing Mode:

Byte Codes:

Flags:

Example:

T

CE
1A

o~
OBJECT CODE

r: implicit; n: immediate; (HL): indirect; (IX +
d), Y + d): indexed.

ADC Ar o A 8 C o E H 1L
[3F|ss|avla/\;aslaclaol

s 7 H PO N C
leie| (o] [e[O]®]

ADC A, IA

Before: After:

Al s | 13 [ A o
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ADC HL, ss

Add with carry HL and register pair $s.

Function: HL «~ HL + ss + C
Format:
]'l'i4|9i'ii|0|‘J byte | ED
I(}Ilis:51llG¥£IOj byte 2
Description: The contents of the HL register pair are added to
the contents of the specified register pair, and then
the contents of the carry flag are added. The final
result is stored back in HL. ss may be any one of:
BC - 00 HL - 10
DE — 01 Sp - 11
Data Flow:
A s —> \/
B C
D E ALY
L ].HV////////A//////' AL ] +

se|

Timing:

Addressing Mode:

Byre Codes:

192

4 M cycles; 15 T states: 75 usec @ 2 MHz

Implicit.

BC DE HL $P

§5: oo



Flags:

Example:

ED

5A

OBJECT
CODE

THE ZBO INSTRUCTION SEF

H PO N C

CORER0OE0

H is set if there is a carry from bit 11.

ADC HL, DE
Before: After:
LA ST
o 3291 E D 3791 3
H 0F18 C MY AT
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ADD A, (HL) Add accumulator with indirectly addressed
memory location (HL).

Funcrion: A+~ A + (HL)
Format:
[ [efofofol [rlof 36
Deseription: The contents of the accumulator are added to the

contents of the memory location addressed by the
HL register pair. The result 1s stored in the ac-
cumulator.

Data Flow: {L i}
A 7 \/ %J
8 AL
D £ + /_\-*.-
H ‘L‘l MEMORY
Tinung.! 2 M cycles; 7 T states: 3.5 usec @ 2 MHz

Addressing Mode: Indirect.

Flags: 5 Z H PN C
[e]e] [e] [®[Cle|
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Example: ADD A, (HL)
Before: After:
A A8
B 9520 | H] 9620 ]
86 9620 B1 9630 81
OBJECT CODE
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ADD A, (IX + d) Add accumulator with indexed addressed
memory location (IX + d)

Function: A=A+ (IX +d)

Format:

[%lilﬂ’al;lllﬂlll byte i: DD

[llolclnlolils\ol byte 2: 86

d Z l byte 3: offset value

Description: The contents of the accumulator are added to the
contents of the memory location addressed by the
contents of the IX register plus the immediate off-
set value. The result is stored in the accumulator.

Data Flow:
A - \/ /—\/
5 DATA
D E ALU
H t i N
°
T /_\J
[ i =
d
/\_/
Timing: 5 M cycles; 19 T states: 9.5 usec @ 2 MHz

Addressing Mode: Indexed.

z H PAY N C

Flags: 5 .
CICINCINCIEI0)
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Example: ADD A (IX + 3)
Before: After:
Al ] T
x| 0861 1 x[ 0861 ]
N N N
[+ 0841 04 0B 04
86 0862 B2 oB&2 82
03 0863 36 0863 36
{Be4 21 OB64 21
/\_/
OBJECT CODE TN TN
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ADD A, (IY + d)  Add accumulator with indexed addressed
memory iocation (IY + d)

Function: A+ A+ (Y +d)
ot [Tl byt w
L fofofofo]t]r]o] bye2:86
[———— 35 ————] byte 3: offset value
Description: The contents of the accumulator are added to the

contents of the memory location addressed by the
contents of the TY register plus the given offset
value. The result is stored in the accumulator,

Data Flow:
m' L o]
A DATA
: - \/
D E ALU
H L + /\/
/—\/
1Y i LE
d
ADD
/\_/
Timing: 5 M cycles; 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indexed.

Flags: H PADN C

OOROEOE0
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Example.

T

FD

BS

ol}

v

CBJECY
CODE

THE Z80 INSTRUCTION SET

ADD A, (Y +1)

Before: After:
Al s 7] Y Yy
] 0028 I X 0026

/’\--._,__,_ /\

0028 06 0028 06
002C FA ozC A
/—h\\_’_‘ /-\__'_
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ADDA,n

Function:

Formai:

Description.

Data Flow:

Add accumulator with immediate data n.

A+<A+n1n

Illi'ﬂlﬂlﬂl%iiiUIb)’tEl:Cé

i T T T lbytez immediate
H | 1 1 i Il ata

The contents of the accumulator are added to the
contents of the memory location mmmediately
following the op code, The result 1s stored in the
accumulator.

T o w P

Timing:

Addressing Mode:

Flags:

Example:

T

o]
E2

b —
OBJECT CODE

200

MEMORY

2 M cycles; 7 T states: 3.5 usec @ 2 MHz
Immediate.

PPN C

[e[e] Te[ Te[0fe]

ADD A, E2
Before: After:
al s ] ~ DT



ADDA,r

Function:

Format;

Description:

Data Flow:

Timing:

Addressing Mode:

Byte Codes:

Flags:

I o e >

THE 280 INSTRUCTION SET

Add accumulator with register r.

A b+

Lifolofolol—rim

The contents of the accumulator are added with
the contents of the specified register. The result 1s
placed in the accumulator. 1 may be any one of:

A -~ 111 E - 011
B — 000 H - 100
C - 001 L - 101
D - 010

E—

c \/
E ALL
L +

—=

i Mcycle; 4 T states: 2 usec @ 2 MHz.

Implicit.

A B C D E H L
IB?IED‘B%*BZISS!M‘SSl

H @ N <

DOROE0E0
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Example:

VR

&

/’\\_____
OBJECT CODE

202

ADD A,B

Before:

After:

il

2



THE Z80 INSTRUCTION SET

ADD HL,ss Add HL and register pair ss.

Function: HIL. =« HL + ss
Format: ;
(ofofs sfifofofs]
Description: The contents of the specified register pair are

added to the contents of the HL register pair and
the result is stored in HL. ss may be any one of:

BC -~ 00 HL - 10
DE - 01 SP — 11
Data Flow:
A
B
D E Ay
{ " i +
SF | |
Timing: 3 M cycles: 11 T states: 5.5 usec @ 2 MHz

Addressing Mode: Implicit,

Byte Codes: $5: BC DE HL SP

EINEIED

Flags: 5 Z PIV N €
L1 | _[Oe]

C 15 set by carry from bit 15, reset otherwise,

9

His set by a carry from bit 11
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Example: ADD HL, HL

Before:

O — H 0681

—

29

OBJECT
CODE

204

After:

WU T



THE Z80 INSTRUCTION SET

ADDIX,rr Add IX with register pair rr.

Function; IX < IX + 771

Format:
L lefol il [ fo] |byer: pD
(ofofr i [:]ofo] |bye2

Description: The contents of the IX register are added to the

contents of the specified register pair and the
result is stored back in IX. rr may be anyone of:

BC - 00 IX - 10
DE -~ 01 SP - 11
Data Flow: i} F
A
s B c
i b} £ ALY
H L +
sel ]
Timing: 4 M cycles; 15 T states: 7.5 usec @ 2 MHz

Addressing Mode: 1mplicit.

Byte Codes: rr; BC DE X §P

o [o]w[e]s]
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PROGRAMMING THE 280

Flags: s Z MotV N C

L1 ] |_lole]

H is set by carry out of bit 1.
C is set by carry from bit 15.

2

Example: ADD IX, SP
Before: After:
T 1] 0000 | X
l;g sp | 302 | 3021 |
o~
OBJECT

CODE
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ADDIY, Add 1Y and register pair 1T,
Function: IY « 1Y + T
Format:!

‘1l||llxli‘llﬂl'by{el:FD

ool T [ofof Ibyte2

Description: The contents of the 1Y register are added to the
contents of the specified register pair and the
result is stored back in 1Y, rr may be any one of:

BC — 00 Iy — 10
DE - 01 SP - 11
Datg Flow: {} {F
A
{B c
{ n ALU
H L +
i
Timing: 4 M cycles; 15 T states: 7.5 usec @ 2 MHz

Addressing Mode: 1mplicit.

Byte Codes: rr:; BC DE 1Y 5P

o [o[w[=[]

07



PROGRAMMING THE Z80

F!ags.‘ 5 2 H P NOC

L | [Ole]

H is set by carry out of bit 1 1.
C is set by carry out of bit 15.

Example: ADD 1Y, DE
Before: After:
~— o] 8122 e pf 6122 3
:: [ 3057 | w8
OBJECT
CODE
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AND s Logical AND accumulator with operand s.
Function: A< AAs
Format: s may ber, n, (HL), IX + d), or (IY + d)
ropfo]t]elofre—]
noo [ Jele] il ito] byter:E6
l Tt T T byte 2: immediate
- | data

L) [JolJeloli[1]o] A6

(IX + d) |l|1!0]1|111[911| byte 1: DD
[ Je] i Jefo] TiTo] byte2: A6
1 — i gbyteiiz offset value

£ H i

ay +dy [ififife[ibilo] ] bytel: FD

IIIOICIOIOII111GI byte 2: A6

| : : I ‘if ’ ‘ ' l byte 3: offset value
r may be any one of:

A - 111 E - 011

B — 000 H ~ 100

C - 001 L -101

D - 010
Description: The accumulator and the specified operand are

logically *and’ed and the result is stored in the ac-
cumulator. s is defined in the description of the
similar ADD instructions.
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PROGRAMMING THE Z80

Data Flow:
N
B C
) £ ALU [ 5
M L A
Tinung: usec
s M cycles: | Tstates: | @ 2 MHz:
r § 4 2
3| 2 7 1.5
{HL) 2 7 3.5
(X + d} 5 19 9.5
(1Y + d) 5 19 9.5

Addressing Mode: r: implicit; n: immediate; (HL): indirect; (IX +
d), ({Y + d): indexed.

Byte Codes: AND 1 ~a B ¢ D & H
lA?IAGImIA2|A3(A4|A5{

Flags: s Z H (v N ¢
efe] || [e|O[O]
Example; AND 4B
Before: After:
A NI
—
£6
48
CBJECT
CODE
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BIT b, (HL) Test bit b of indirectly addressed memory location

(HL)
Function: Z < (HL}y
Format:
[l fofo fofr ] | byerca.
Lo o=l [ o] byre2
Description: The specified bit of the memory location address-
ed by the contents of the HL register pair is tested
and the Z flag is set according to the result. b may
be any one of:
0 - 000 4 — 100
1 — 001 5 — 101
2 - 010 & — 110
3 — 011 7 111
Data Flow: ;:*‘ T
A % F %
8 C
) E ALY
" t ] —~——_
Tinung: 3 M cycies; 12 T states; 6 usec @ 2 MHz

Addressing Mode: Indirect,

H PN N C

o T T°[°[]

Flags: i
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Byte Codes:

Example:

/\‘__

&)
5E

T — ]
OBJECT CODE

212

- [¢] I 2z e} 4 5 & 7
CB-ldﬁ’dE'SﬁlSE!éﬁ[éEl?él?E|

BIT 3, (HL)
Before: After:
[ o s Vit
H 5442 It H[ 5442 i
/’_\,___’ /\__
&A42 05 6A4Z 05
b /\__‘




THE Z80 INSTRUCTION SET

BIT b, (IX + d) Test bit b of indexed addressed memory location

(IX + d)
Function: Z — (X + d)p
Formaz:
[’I'IBI‘I'I'“’PJ byte 1: DD
I'l'l"l“i*l“" la| byte 2: CB
| : : j R —; } byte 3: offset value
el [—rei=[i{ifo] byea
Description: The specified bit of the memory location address-
ed by the contents of the IX register plus the given
offset value is tested and the Z flag is set according
to the result. b may be any one of;:
0 -~ 000 5 — 101l
{ — 001 6 — 110
2 — 010 7T~ 111
3 - 0I1
4 — 100
Data Flow: J ;: :
N~
A i1 ¢ DATA
8 c
) £ ALY
H L J P —
1X | + /\—7
BIT
y
b
T~
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Timing: 5 M cycles; 20 T states: 10 usec @ 2 MHz

Addressing Mode: Indexed.

des: boo | 2 3 4.5 6 7
Byte Codes o-co-d- a6 [ 4 [ 56 [ 5t [os | o€ |76 |7 |

Flags: s 2z H PV N €
ol L[ T-[o] |
Example: BIT 6,(X + &)
Before: After:
F VN ar
x| AAT1 | | AATT j
[n1s] AAL 42 AATI 42
CB ] b —
0
76
T —
OBJECT CODE
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BIT b, (IY + d) Test bit b of the indexed addressed memory loca-
tion 1Y + d)

Function: 7 < (IY + d)y

T OLLTEL eveno
CTTele e []i] owezca
[————3————| byte 3: offset value
OnEC=nnoltel

Description: The specified bit of the memory location ad-

dressed by the contents of the IY register plus the
given offset vaiue is tested and the Z flag 15 set ac-
cording to the result. b may be any one of:

0 -~ 000 4 — 100
| — 001 5 — 101
2 - 010 6 — 110
3 - 01l 7 - 111

Data Flow: ~_
A |22 F
B C \ / /
D E ALY “l
1| ] I + O e
BIY
3
b
T
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Timing: 5 M cycles; 20 T states: 10 usec @ 2 MHz

Addressing Mode: Indexed.

Byte Codes: bi: 9 ¢t 2 3 4 5 & 7
Fs-ca-d-l46I4E|56!SEib&[ési?b]?&f

Flags: 3z H PV N €
ol [ [:[o] ]
Example: BIT 0,{dY + I)
Before: After:
R
1y FF12 | ty| FF12
/\_  — /\__
O FF12 61 FF12 &)
cB £F13 B2 FE1a B2
]
OBJECT COBE
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BIT b,r Test bit b of register r.
Function: 4 *?E
Format: l!]i‘OlOillO‘iilibyteIICB
(0 ‘ i l-———il-b+-—--»——~:—rv~|;—— byte 2
Description: The specified bit of the given register is tested and

the zero flag is set according to the resuits. band r
may be any one of:

b: 0 — 000 4 - 100
1 — 001 5 — 101
2 - 010 6 — 110
3 - 011 7 — 111

T A -1 E - 011
B — 000 H - 100
C - 001 L — 101
D - 010

Dara Flow: l ; J ;
A l7] F
B c
] E ALU
M L
Timing: 2 M cycles; 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.
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Byre Codes; b:nA B € D E H 1L
CB- O [47]40 (43|42 |4a3]4d]a5

I J4F 148149 (4A)14B | 4C| 4D

3 | 5F 58|59 5A)58 (505D

4 {67160 61| 62636465

5 {6F 68 69| 6A| 6B} 4C| 6D

v oNC

°of |

Flags:

s Z H
RONDRE

Example: BIT 4, B

Before: After:
/“‘\H’_

CB
&0

Bl o [ o e [ e ] fs

/—.\._,__,
OBJECT CODE
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CALL cc, pg

Function:

Format:

Description:

THE ZB0 INSTRUCTION SET
Call subroutine on condition.
if cc true: (SP — 1) = PCppp: (SP - 2) =

PCigw: SP + SP — 2, PC < pq
Ifccfalse; PC — PC 4 3

byte 2: address,

low order
l byte 3: address,
high order

giiilwwi—cc«w—*-‘ lelulbytel
i —
T i
$ T

if the condition is met, the contents of the pro-
gram counter are pushed onto the stack as de-
scribed for the PUSH instructions. Then, the con-
tents of the memory location immediately follow-
ing the opcode are loaded into the low order of the
PC and the contents of the second memory loca-
tion after the the opcode are [oaded into the high
order half of the PC. The next instruction fetched
will be from this new address. 1f the condition is
not met, the address pq is ignored and the follow-
ing mstruction is executed. cc may be any one of:

NZ - 000 PO - 100
Z — 001 PE — 101
NC - 010 P — 100
C - o1 M - 111

An RET instruction can be used at the end of the
subroutine being called to restore the PC.
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PROGRAMMING THE ZB0

Data Flow,
A F }
B c T
: s ford b
-
[ JERD B
sCl
7
- D ]
Tirming: usec
M cyeles; | Tstates: | @ 2 MMz
condition
true: 5 i7 8.5
condition
not {rue: ‘ 3 10 5
Addressing Mode: Immediate.

Byte Codes: CC.NZ.Z NC C PO PE P M
EJVCCIIMZDC!E‘: IECIH {FC]'Q’P
Flags: s 2 H PV N_C

220
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Example:

o —

ce
42
BO

v —
OBJECT CODE

THE ZB80 INSTRUCTION SET

CALL Z, Bo42
Before: After:

& %
pc | QB0 | el okca
se BB12 bose| BB12 i

/\__ /\__ﬂ
8810 BF BB1O BF
8811 04 BB11 04
8B12 32 BB12 32

T — e
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CALL pg

Function:

Format:

Description:

Data Flow.

Timing:

Addressing Mode:

222

Call subroutine at location pq.

(SP — I}~ pchigh; (SP - 2} < PCjgy; SP < 5P

-~ 2; PC +pg
['['°|°[‘|‘l°i'}byteI:CDf-@$

{ i : : % : : : E byte 2: address, low order
E_l_m_iwm;jf__L_{ 1 ] byte 3: address, high order

The contents of the program counter are pushed
onto the stack as described for the PUSH instruc-
tions. The contents of the memory location im-
mediately following the opcode are then loaded in-
to the low order half of the PC and the contents of
the second memory location after the opcode are
foaded 1n the high order half of the PC, The next
mstruction will be fetched from this new address.

I O » >
m
o

U

PC

I
S

5 M cycles; 17 T states: 8.5 usec @ 2 MHz

Immediate.



THE Z80 INSTRUCTION SET

Flags: S_Z H PV N C
LI LT L1 (noeffecn
Example: CALL 40Bl
Before: After:
P | AALD | el s
5P | 0814 | v
T~ T~
fus] OB12 GA 0Bi2 W
Bl opia] o 8130 AhT
40 oB14| 4 0B14
b —

e
OBJECT CODE
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CCF Complement carry flag.
Function: C «<C
Format:

BN IDnnE:
Description: The carry flag is complemented.

Data Flow: . : {L

A
B
[¥) ALY
H
Timing: 1 M cycle; 4 T states: 2 usec @ 2 MHz

Addressing Mode: Implicit. .

Flags: s 2 H PV N C

L[]l ] [Oe
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CPs Compare operand s to accumutator.
Funcrion: A~ s
Format: s: may ber, n, (HL), (IX + d}, or (IY + d).
O —
no fefefofelefi]e] FE
1 T T I byte 2: immediate
e B B data

) o[ [ Te] byess B

(IX + d) Itltlo|!llllioii| byte {: DD

Lefofel Jefelelo] byez:BE

m———d———] byic 3: offset value
ay+d [t i[ ] ]]i]o]¢] bytet:FD

(oL TTTTTTe] w2 me

[~ d————|  byte 3: offset value

r may be any one of:

A~ 111 E — 011
B — 000 H - 100
C - 001 L — 101
D - 010
Descriprion: The specified operand is subtracted from the ac-

cumulator, and the result is discarded. s is defined
in the description of the similar ADD instructions.
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Data Flow:

<

T G wm P

Timing:

ALY { § |
usec
s: M cycles: | T states: (@ 2 MHz
r i 4 2
n 2 7 3.5
(HL) 2 7 3.5
(IX + ) 5 19 9.5
(Y + d) 5 19 9.5

Addressing Modes: 1 implicit; n: immediate; (HL): indirect;

Byte Codes:

Flags.

Example:

8E

CBJECT
CODE

226

(IX + d), (IY + d): indexed

CP r: m A B C D E H 1
IBsIaalB?lBAlBB|Bc|BD|

#H PAZ N C

(@] Te] Tol [¢]

CP (HL)

Before: After:

S T
H] B203 o B203 jt

T T N—
8203 42 8203 42

] S

L



CPD

Function:

Format;

Description:

Data Flow:

B

Timuing:

Addressing Mode:

Flags :

THE Z80 {NSTRUCTION SET

Compare with decrement.

A —[HL]; HL =—HL — I; BC =——BC — |

Ltl(|a|0||ll|u|z[ byte I: ED

lllel |le|||e|0]a—| byte 2: A9

The contents of the memory location addressed by
the HL register pair are subtracted from the con-
tents of the accumulator and the result is discarded.
Then both the HL register pair and the BC register
pair are decremented,

7
Vi

F
<

L

|

4 M cycles; 16 T states: 8 usec @ 2 MHz

indirect.

|.| x| IQ] Ix[i] ] Reset if BC 0 after execution; set otherwise
et

Setif A = [HL]
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+ PROGRAMMING THE Z80

Example:

T —

ED
AQ

LT
QBJECT CODE

228

CPD

Before:

06

B 3154

H B6BS

B&BS 24

8685

After:

T
28
L]

g
e

|\ W



THE 280 INSTRUCTION SET

CPDR Block compare with decrement.

Function: A —[HL]; HL=— HL — 1; BC~—BC —I;
Repeat until BC = Qor A = [HL]

Format:

LD e T ol ] byter:mp

Llel v TeTel 7] byte2: B9

Description: The contents of the memory location addressed by
the HL register pair are subtracted from the con-
tents of the accumulator and the resuit is discard-
ed. Then both the BC register pair and the HL
register pair are decremented. If BC = Oand A =
[HL], the program counter is decremented by two
and the instruction is re-executed.

Data Flow;

DATA

8 C

a

Timing: BC = 0 or A = [HL}: 4 M cycles; 16 T states:
8 usec @ 2 MHz
BC # 0 and A # [HL]: 5 M cycles; 21 T states:
10.5 usec @ 2 MHz

) Reset if BC = Q after
Flags: 5 7 H PV N C execution; set otherwise
OLTTO T:LL | -
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Example: CPDR
Before: After:
Al T | wIF -///W
B 0002 c s 9 o
k[ &0 W vt
e T — P
ED SOFE 05 SOFE 08
&9 SQFF 00 SOFF o
pu— 8100 24 4100 2A
OBJECT CODE P— e
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CPI Compare with increment.
Function: A —[HL]; HL<+—HL + |; BC -—BC ~ |
Formatr:

L'i"'!ﬂ!’['f",'—l byte i: ED

Illﬂlilolﬂlﬂlﬂii] byte 2: Al

Description. The contents of the memory location addressed by
the HL register pair are subtracted from the con-
tents of the accumulator and the result is discarded.

The HL register pair is incremented and the BC
register pair is decremented,

Data Flow:

7
B 7.

| i
G

‘ o
£
i—! /-H\.,

Tinung: 4 M cycles; 16 T states: 8 usec @ 2 MHz

H

Addressing Mode: indirect.

Flags:

[l /YN C

5 Z

Reset if BC = 0 after execution set otherwise
O xi @ ixii
OLLITLL] (= ger75C 2
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Example; CPi

Before:

B 0510 C

Hi B8EY ]

/_\_I /——-M—\-W
ED 8689 98
Al [/-\
/—\
OBJECT CODE

232

B6BS 9B

After:

“/ 70 N
Y W///

T T —

P N



CPIR

Function:

Description:

Data Flow:

THE ZBO INSTRUCTION SET

Block compare with increment,

A —[HL; HL = HL + 1; BC =—~BC — I}
Repeat until BC = Oor A = [HL}

[§|slg|e]|[1|0]1—] byte 1: ED

Lifol ] i]ooo] 1] byte2:BI

The contents of the memory location addressed by
the HL register pair are subtracted from the con-
tents of the accumulator and the result is discarded.
Then the HL register pair is incremented and the
BC register pair is decremented. If BC = 0 and A
# [HL}], then the program counter is decremented
by 2 and the instruction is re-executed.

B

H

Timing:

Addressing Mode:

, |

DATA

_

<
<
el

[
[
| |

BC = O0or A = [HL] : 4 M cycles; 16 T states:
8 usec @ 2 MHz

BC # 0Oand A # [HL]: 5 M cycles; 21 T states:
10.5 usec @ 2 MHz

indirect.
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Flags:
[ :[ i i l:l lv;vl r:‘ ic ! Reset if BC = 0 after execution; set otherwise
] i Jz Setif A = [HIL]
Example: CPIR
Before: After:
A B | A “W //1%
B 00| S5

H{ 0358 it W VR

T — T T T —
D 0398 24 0398 A
Bi 0639C 98 639C 98
L] [alele] V) 0390 04
GBJECT CODE | |
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CPL

Function:

Format:

Description:

Data Flow:

fiming:

Addressing Mode:

Flags:

Example:

2F

OBJECT
CODE

THE ZBG INSTRUCTION SET

Complement accumulator.

A+~A

Lelo[ Jo T[] ] or

The contents of the accumulator are com-
plemented, or inverted, and the result s stored
back in the accumulator {one’s complement).

U
ml———

E ALU

I O o 3
)

[ M cycle; 4 T states; 2 usec @ 2 MHz

Implicit.

5 Z H PV N C
LD T
CPL

Before: After;

AL ] AL
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DAA Decimal adjust accumulator,

Function: See below,

Format:

[oJolTofe fife]2

Description; The instruction conditionally adds “*6"’ to the right
and/or left nibble of the accumulator, based on the
status register, for BCD conversion after arithmetic
operations,
value of value of | #added | C after

N C | high nibble | H | low nibble to A execution

0 0 0-9 0 0-9 00 0
(ADD, | O 0-8 0 A-F 06 0
ADC, 1 0 0-9 i 0-3 06 0
INC} | O A-F 0 0-9 60 1

0 9-F 0 A-F 66 i
0 A-F i 0-3 66 I
H 0-2 0 0-9 60 f
1 0-2 0 A-F 66 1
i 0-3 i 0-3 66 {

1 0 0-9 0 0-9 00 0
(SUB, {0 0-8 1 6-F FA 0
SBC, 1 7-F 0 0-9 AQ i
DEC, i &-F 1 6-F GA 1
NEQ)

Data Flow:

236

I Q w

—rm M ™

ALU

DAA




THE ZBO INSTRUCTION SET

Timing: I M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags: s 7 H AV N C
o0 (o [0 [o]
Example: DAA
Before: After:
T~
3 al_ 82 1 s ral S

OBJECT
CCDE
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DECm Decrement operand m.

Function: m+—m-— |

Format: m: may ber, (HL), (IX+d), IY+d )
r LoJofpr] [o] 1]

(HL) [0'05;5%]0“'9[:[35

ax +d [[iJoli]e] ol bret:

[olo]a1i1u]sio{i| byte 2:

] byte 3:
llillilin

DD

tad

5

offset value

1Y + d) lil%li]i]i!itﬂl‘] byte 1: FD

]7010|lliio‘i|0| %] byte 2: 35
[(————d——— | byte 3: offset value
r may be any one of;
A - 111 E-011
B - 000 H — 100
C - 001 L-—1
D - 010

Description: The contents of the location addressed by the

specific operand are decremented and stored back
at that location.mis defined in the description of

the similar INC instructions.

Data Flow:

Al

B c

o E Al -
H L —1
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Tinung: usec
m: M cyeles: | Tstates: V@ 2 MFHz:
T i 4 2
(HL: 3 1 5.5
(IX + i) ) 23 I1.5
(Y + ) & 23 I1.5

Addressing Mode: roamplicit; (HLY: indirect; {IX + d), (1Y + d): in-

dexed.
Byie Codes: DECr TP A B C D E H L
Izoios[ao|nslm|zs|20{
Flags: s 7 H PAD N C
oo (o [of ] |
Example: DEC C
Before: After:
T I - Ve
oD
GBJECT
CODE
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DEC rr Decrement register pair Ir.
Function: e — |
Formai: :
lofolrieliofe] ]
Description:: ‘The contents of the specified register pair are

decremented and the resuit is stored back in the
register pair. rr may be any one of:

BC - 00 HL — 10
DE - 01 SP - 11
Data Flow:
2
A
B I \/
D £ ALU
H - 1
5Pl ]
Timing: i M cycle; 6 T states; 3 usec @ 2 MHz

Addressing Mode: Implicit.

Byte Codes: IT: BC DE H. SP

EIHEE
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Flags: s 1z H PV N C

L l I [ | | [ f ] (no effect).
Example: DEC BC
Before: After:
B[— 3811 lc s 0

o8

CBJECT COpe
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DECIX

Function:

Formal:

Description:

Dara Flow:

Tinung:

Decrement IX.

IX —ix -1
[rllle]|i|l|!el|!byieizDD
ro]et||o*:|01|[l]by£e2:2}3

The contents of the 1X register are decremented
and the result is stored back in IX.

T o w P

2 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Modes: {mplicit.

Flags:

Example:

T —

j318)
8

b — ]
OBJECY CODE

242

5 2 H PV N C
r l ‘ i \ i l l I (no effect).
DEC IX
Before: After:

i Biia }




DEC 1Y

Function.

Format:

Description;

Data Flow:

Tinung:

Addressing Mode:

Flags:

Example:

e

D
28

b
OBJECT CODE

THE Z80 INSTRUCTION SET

Decrement Y.

IY < 1Y ~ 1

[']'i’l'['liiel'IbytEI"FD

(Lol Lol o 7 T1] byie 2: 28

The contents of the 1Y register are decrementeq
and the result is stored back in 1Y,

I 9w >
rH

2 M cycles; 10 T states; 5 usec @ 2 MHz

Implicit.

Sz H mum c

L L T T T T T tmoeffecn.
DEC 1y

Before: After:

i 900F ]

243



PROGRAMMING THE Z80

DI Disable interrupts.

Function: IFF <= 0

Formar:
i;‘il:!liololilll F3

Description: The interrupt flip-flops are reset, thereby disabling
all maskable interrupts. It is reenabled by an EI
instruction.

Timing: { M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: lmplicit.

Flags: sz W PN C

[ l l | I l | | | (no effect).
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DINZ e Decrement B and jump e relative on no zero.

Function: B+<B ~1ifB®0:PC+~PC + ¢

Formar:
|u{u[o| i [o[e’aiol byte [: 10
| ! l ‘ E;Z : , , ! byte 2: offset value

Description: The B register is decremented, If the result is not
zero, the immediate offset value is added to the
program counter using two’s complement
arithmetic so as to enable both forward and
backward jumps. The offset value is added to the
value of PC < 2 (after the jump). As a resuit, the
effective offset is -126 to 4129 bytes. The as-
sembler automatically subtracts from the source
offset value to generate the hex code.

Data Flow:

T —
B
v BNz
@2
T — ]

Timing:

B #0: 3 M cycles; 13 T states; 6.5 usec @ 2 MHz.
B = 0: 2 M cycles; 8 T states; 4 usec @ 2 MHz

Addressing Modes: Immediate.
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Flags:

Example:

/"\\‘_—’

16
Fo

N
OBJECT CODE

246

5 Z H PV N €
| I i l ‘ I ! | |(noeffec£}

DINZ § ~ 5 ($ = current PC)

Before: After:
B s
sC COE| | e




El

Function:

Format:;

Description:

Timing:

Addressing Mode:

Flags:

Example:

THE ZBQ INSTRUCTION SET

Enable interrupts.

IFF = |

The interrupt flip-flops are set, thereby enabling
maskable interrupts after the execution of the in-
struction following the EI instruction. In the mean-
time maskable interrupts are disabled.

1 M cycle; 4 T states; 2 usec @ 2 MHz
implicit,

5 Z H PV N C

[ i | f | ! | | l(noeffect).

A usual sequence at the end of an interrupt routine is;
El

RETI

The maskable interrupt is re-enabled following
completion of RETI.
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EX AF, AF’

Function:

Format:

Description:

Data Flow:

fiming:

Addressing Mode:

Flags:

Example:

N

5]

N

OBJECT CCDE

248

Exchange accumulator and flags with alternate
registers.

AF=a=AF

(ofefefefJofofo] o8

The contents of the accumulator and status
register are exchanged with the contents of the
alternate accumufator and status register.

.’. i Fl

[l

Ju s B+ -

Ll

1 M cycle; 4 T states; 2 usec @ 2 MHz
Implicit,

(eTe[o]ole]o e]e]

EX AF. AF!

Before: After:




EX DE, HL

Function.

Format:

Description:

Data Flow:

Timing:

Addressing Mode:

Flags:

Example:

TN

]

/'\-/

OBJECT CODE

I W owmr

THE Z80 INSTRUCTION SET

Exchange the HL and DE registers.

DE - HL

(o o Tr] ks

The contents of the register pairs DE and HL are

exchanged.

sl E =
i

I M cycle; 4 T states: 2 usec @ 2 MHz

Implicit.
5 2 H PA N _C
l l i | l I ! l |(no effect).
EX DE, HL
Before: After:
AdES E © 5604
9604 L H A4ES
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EX (SP), HL  Exchange HL with top of stack.

Function: (SPy+~L: (8P + 1+ H
Format: LT fofofol [t &3
Description: The contents of the L register are exchanged with

the contents of the memory location addressed by
the stack pointer. The contents of the H register
are exchanged with the contents of the memory
location immediately following the one addressed
by the stack pointer.

Data Flow:
; c
D E
7
57 }—‘—l I
Timing: 5 M cycles; 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indirect.

Flags: 5 Z H PV N C
| l I l 1 | 1 ] I {no effect).
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Example:

o —

£3

T~
OBJECT CODE

H

57

B40?
B40A

EX (5P), HL

Before:

THE Z80 INSTRUCTION SET

After

| 1290

\o W

B40%

{ sp| B409 i

T

3F

GE

o —

pavl) %97
8e0A 827
e
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EX (SP),IX Exchange IX with top of stack.

Function: (SP) ~X|gw: (SP + 1) = 1Xpjgh
Formar:

lu||[01|||||le||§ byte t: DD

[:| |i '|°l°|el'|'1 byte 2: E3
Description. The contents of the low order of the IX register

are exchanged with the contents of the memory
jocation addressed by the stack pointer. The con-
tents of the high order of the IX register are ex-
changed with the contents of the memory location
immediately following the one addressed by the
stack pointer.

Data Flow:

A

B C

o E

H L

1X |

DATA

Spl }—-—-—1 r\/

Tinung: 6 M cycles; 23 T states; !1.5 usec @ 2 MHz

Addressing Mode: Indirect.

Flags: s z H PV N C
| 1 | ! ] I [ l ] (no effect).
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Example: EX (SP), IX
Before: After:
1%| 9234 ] x] oes ]
sp| 0402 | se| 0402 |

TNl T TN

Do Q402 6B 0402 34
E3 0403 ol 0403 92

TN TN N

OBJECT COBE
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EX (SP),IY

Funcrion.

Format:

Description:

Data Flow.

Tinung:

Addressing Mode:

Flags:

254

Exchange 1Y with top of stack.

(SP) < 1Yjow: (SP + 1) = I¥high

I!Iilil!ii|ti01%! byte {: FD

l||6!!|0|0|0|1||l byan:EB

The contents of the low order of the 1Y register
are exchanged with the contents of the memory
jocation addressed by the stack pointer. The con-
tenis of the high order of the Y register are ex-
changed with the contents of the memeory location
immediately following the one addressed by the
stack pomnter.

T QO m
m

5e |_} TN

6 M cycles; 23 T states; 11,5 usec @ 2 MHz

Indirect.

| i ! | I | | | ] {no effect).




THE Z80 INSTRUCTION SET

Example; EX {(SPL 1Y
Before: After:
1y | BFO3 |
5o | 6211 | s 6211 !
/\/ /_\,/
FD 42 90 4211
] 6212 4D 6212}
.
OBJECT CODE
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EXX Exchange alternate registers.
Function: BC «-BC" DE «~DE" HL «—HL'
Format:
Ll fofefifofef ] Do
Description: The contents of the general purpose registers are

exchanged with the contents of the corresponding
alternate registers.

Data Flow:
A i
87 SIS T
D e
H |z e Y
Tinung: I' M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags: s z H pv N C
LI T TP T T coeffec.
Example: EXX
Before: After:
A 04 78 E A o ™ ;
8 39 2 ¢ s[ e = c
b 24 02 E D:iva Do P
H Fl Do L H i o )
/‘\_.___'
DQ AI IF 2A FE AI Kid A F'
B! B8C fo'e) cog 2 % o
mr_‘ of 3 o IEY D 54 @l
i i - -
CODE ; i BV H F1 B9 - I
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HALT

Function:

Format:

Description:

Timing:

Addressing Mode:

Flags:

THE Z80 INSTRUCTION SET

Halt CPU.
CPU suspended.
ofrfrprfef il fef %

CPU suspends operation and executes NOP's so
as to continue memory refresh cycles, until in-
terrupt or reset is received.

| M cycle: 4 T states; 2usec @ 2 MHz + inde-
fimte Nop’s.

implicit.

5 Z H PAY N C
| i | | | | I l | (no effect).
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MO Set interrupt mode (0 condition.
Function: internal interrupt control.
Format:
‘?If!il{)l;!:'ﬂl!{ byte 1: ED
iﬂli!ﬂ;ﬂlo!lilfoi byte 2: 46
Description: Sets interrupt mode 0. In this condition, the in-

terrupting device may nsert one instruction onto
the data bus for execution, the first byte of which
must occur during the interrupt acknowledge cycle.

Timung: 2 M cycle: 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.

Flags: 5z H PAY N C
I | l ! I I | f I (no effect}.
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M1 Set interrupt mode 1 condition.

Function: Internal interrupt control.

ot nnnonnonk
LT[ Tel T Te] bwe2: 56

Description: Sets interrupt mode 1. A RST 0038H instruction

will be executed when an interrupt occurs.

Data Flow: 00 38
PC
U o db aoss [ E
[ E ] ROUTINE
(at time of interrupt)
. T —
PCH
PCL
f\_____
STACK
Timing: 2 M cycles; 8 T states; 4 usec @ 2 MHz
Addressing Mode: Implicit,
Ffags_‘ 5 Z H pY N C
[T T T T 11] ot
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IM2

Function:

Format;

Description:

Timing:
Addressing Mode:

Flags:

260

Set interrupt mode 2 condition.

Internal interrupt control.

Iuia§|£o|:]i|o!l] byte I: ED

|ﬂ‘|!0¥%|ils}f]0] byte 2: SE

Set interrupt mode 2. When an interrupt occurs,
one byte of data must be provided by the peripheral
which 1s used as the low order of an address. The
high order of this vector addressis taken from the
contents of the I register. This points to a second
address stored in memory,which is loaded 1nto the
program counter and begins execution,

2 M cycles; B T states; 4 usec @ 2 MHz
Implicit.

CTTTITLL tmostec




IN r, ()

Function:

Format:

Description:

Data Flow:

Tinung:

Addressing Mode:

Byte Codes:

THE Z80 INSTRUCTION SET

L.oad register r from port{C)

€[ili10[!|€ ol‘]bylei:ED
— o lo]

|
1ol

0 o|bytez

The peripherai device addressed by the contents of
the C register s read and the result is loaded nto
the specified register.

C provides bits AQ 1o A7 of the address bus.

B provides bits A3 to AlS.

PORT

I g o>
Frt

B e

i

r may be any one of:

A - |11 E -~ 011
B - (00 H - 100
C - 001 L - 101
D - 010

3 M cycles: 12 T states; 6 usec @ 2 MHz

External.

cof 7] s ] o] s eo 1]
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Flags: 5 Z - H @v N C
®o/e] |&| [®/c] |
It is important to note that INA,(N) does not have
any effect on the flags, while IN 1, (C) does.
Example: IN D, (C)
Before: After:
s c e
- of ov | [en|eort oE5777) [ A Jeomt
A5 AS
b —

QBJECT CODE

262



IN A, (N)

Function:

Formai:

Descriptton:

Data Flow:

Tinung;

T O m >

Addressing Mode:

Flags:

Example.

DB
B2

T —
CBIECT CODE

THE Z80 INSTRUCTION SET

Load accumulator from input port N,

'loi *I ‘]bytel:DB
: i : ]byte 2: port address

The peripheral device N is read and the result is
loaded into the accumulator.

The literal N is placed on lines AQ to A7 of the
address bus. A supplies bits A8 to A13.

// /—\\-u—.-

B

PORY

3 M cycles; ] T states; 5.5 usec @ 2 MHz

|

External.
I 5 l Z i l H! [PN| " | - ] (no effect).
IN A, (B2)
Before: After:
84

| BF; [port Al ) FGRT
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The contents of the specified register are in-

E - 011
H — 100
L — 101

F

\/

ALU
+1

INCr Increment register r.
Function: T+r+1
Format: ool ]e]o]
Description:
cremented. r may be any one of:
A - 111
B - 000
C — 001
D - 010
Data Flow:
A
B C
D £
H L
Timing: [ M cycle: 4 T states: 2 usec @ 2 MHz

Addressing Mode:

Byte Codes:

Flags:

Example:

 N—

14

OBJECT
CODE

264

Implicit.

I' A B C D E H
[3c|o4|c}c|14|1c]24[2c|

H PO N C

[e[e] Te[ Jo[o] |

INC D

Before: After:

o[ o ]

o Yl
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INC r Increment register pair rr.
Function: T rr + |
Formai:
|o|a ri-'2G|G|I|¥|
i
Description: The contents of the specified register pair are in-

cremented and the result is stored back in the
register pair. rr may be any one of:

BC - 00 HL - 10
DE ~ 01 SP - 11

Data Flow:

J
\/

ALU
+

T O @ >
(x4}

sp| !

Timung: I M cycle; 6 T states; 3 usec @ 2 MHz
Addressing Mode: 1mplicit.

Byte Codes: rr; BC DE HL SP

w[[o]]
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Flags:

Example:

23

QOBJECT
COBE

266

5 z H PAY N ©

| | | | I | | | } {no effect)}.
INC HL

Before: After:

M 0B14 I
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INC (HL) Increment indirectly addressed memory location
(HL).

Function: (ML) - (HL) + |

Formati:
elefidedofefefo] na

Description: The contents of the memory location addressed by

the HL register pair are incremented and stored
back at that [ocation.

Data Flow:
A
8 7
) £ ALY
: 7 Y 9
Tintung: 3 M cycles; 11 T states; 5.5 usec @ 2 MHz
Addressing Mode: indirect.
Flags: 5 7 H P N C
o[e |e] [8[O] |
Example: INC {(HL;
Before: After:
H 0681 o H 0681 L
VR T —
34 0881 a8 B\ 37
\_,_/
GBJECT
CODE
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INC (X + d) Increment mdexed addressed memory location

(IX + d).
Function: (IX + d)~({IX + d) + |
Formai:
ll!I]Gil!llf[ﬂl%lbyteiiDD
|o|o| 'I ;|0| ¢|o|o]byte2:34
l : , : c:J ' ' ‘ I byte 3: offset value
Description: The contents of the memory location addressed by
the contents of the [X register plus the given offset
value are incremented and stored back at that
location.
Data Flow: ]
A 72
8 | oaia |
D E
H L
X  — —
L
”'\—__/
Timing: 6 M cycles; 23 T states; 11.5 usec @ 2 MHz

Addressing Mode: Indexed.

Flags: H PPN C
lwlel ®] [e[0] ]
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Example: INC (IX + 2)
Before: After:
1X] 0361 | ix | o381
nb 381 81 0381 Bl
34 0382 B85 0382 85
0z 0383 BY oIl k)
] o
OBJECT
CODE

269
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INC (Y + d) Increment indexed addressed memory location (IY

+ d)
Function. {(IY +d)y Y + d) + 1
Format:
Ll p e ] bye 1 FD
20|0|I!llﬂ'il0l0! byte 2: 34
f : l : cj! 1 l I byte 3: offset value
Description: The contents of the memory location addressed by
the contents of the I'Y register plus the given offset
value are incremented and stored back at that
location,
Data Flow:
A
B
o E
H L
v
d
—
Timing: 6 M cycles; 23 T states; 11.5 usec @ 2 MHz

Addressing Mode: Indexed,

Flags:

5 2z H PAY N C
®[e [o [0 |

270



Example:

FD

34

OBJECT
CODE

INC (IY +0)

Before:

1] 0601

0401 51
Ba02 BO

THE Z80 INSTRUCTION SET

| 060! ]

e
| B |

0602
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INC IX Increment IX.

Function: IX+~1X + 1

o [T o] e 1 o
lofoftfofofoli[r]byte2 23

Description: The contents of the IX register are incremented

and the result 15 stored back in IX.

Data Flow:
8
y f
N e—
Timung: 2 M cycles: 10 T states; 5 usec @ 2 MHz

Addressing Mode: Implicit.

Flags: 5 z H PV N C

[ I l I I [ I f ] {no effect}.
Example: INC X

Before: After:
s ix{ B180 1 =
—

OBJECT CODE
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INC 1Y

Function:

Format:

Description:

Data Flow:

Timing:

Addressing Mode:

Flags:

Example:

T —

FD
23

b —
OBJECT CODE

THE 280 INSTRUCTION SET

Increment 1Y

IY < 1Y + 1

[T LT o] Josee 1 k0

|o‘o] ||o|o|o|1i ||byte2:23

The contents of the 1Y register are incremented
and the result is stored back in 1Y.

2 M cycles; 10 T states; 5 usec @ 2 MHz

Implicit.

5 2 H PV N C

LLT LT T ] ] moeffect

INC 1Y

Before: After:

L el |~
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IND Input with decrement.
Function: (HL) < (C; B+ B — |I; HL « HL - !
Format:

L[] o] ] Je]1] bytet: ED
|i|oi||o|i|eille|byte2:AA

Description: The peripheral device addressed by the C register
is read and the result is loaded into the memeory
location addressed by the HL register pair. The B
register and the HL register pair are then each

decremented.
Data Flow:
A DATA
B ¥icaunter ] C
D E PORY
W
Timing: 4 M cycles; 16 T states; 8 usec @ 2 MHz
Addressing Mode: External,
Flags: 5 Z H BV NG
|x | :'I [*[ i l ] Set if B = 0 after execution
i__ Reset otherwise
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Example: IND

Before: After:

sl & [ 85 ¢ sfZR7. 8 Ic
H] 06BA v W

85 BS
(T s (™
) 06BA 00 INT R
Al b ] _

i
QBJECT CQDE
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INDR Block input with decrement,
Function: (HL) < (C); B+~ B - I; HL < HL ~ 1|
Repeat until B = 0
Format:
DT el fidol ] bytes:ED
1iEGEI1|[|¥G||iO] by[ez BA
Description: The peripheral device addressed by the C register
is read and the resuit is loaded into the memory
location addressed by the HL register pair. Then
the B register and the HL register pair are
decremented. If B i1s not zero, the program
counter is decremented by 2 and the instruction is
re-executed.
Data Flow:
A
BE.COUNTERA
D
W
Timung: = (4 M cycles; 16 T states; 8 usec @ 2 MHz.

Addressing Mode:

Flags:

276

B = 0:5 M cycles; 21 T states; 10.5 usec @ 2 MHz.

External

S £ H PV IN__C

[ L] ]

3




Example:

T~

ED
BA

f\w/
GBJECT CODE

THE Z8Q INSTRUCTION SET

INDR
Before: After:
Bl 03 | B0 ss c
H| 092 HE s 77
T~
5 O9EF
oo wro P77
ooF1| 4B e
o9r2| 9A Y
—__|




PROGRAMMING THE 280

INI Input with increment.
Function: (HLY = (C; B~ B - I; HL - HL + 1
Format:

Jofel el JoyerED

r
|

|
Tol TololoT o] ovez a2

Description: The peripheral device addressed by the C register
15 read and the result is loaded into the memory
focation addressed by the HL register pair. The B
register is decremented and the HL register palir is
incremented.

The contents of C are placed on the low half of the
address bus. The contents of B are piaced on the
high half, I/0 selection is generally made by C,
Le., by A0 to A7. B is a byte counter.

Data Fiow.
DATA
FORT
Timing: 4 M cycles; 16 T states; 8 usec @ 2 MHz
Addressing Mode: External.
Flags: 5 7 H PAY N C
Lelx[ fo] el ] ]

Z is set if B = 0 after execution,
Reset otherwise
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Example:

T~

EC
A2

T
CBJECT CODE

THE Z80 INSTRUCTION SET

INj]

» Before: After:

TR T
T

PORT

e
g
=

2% 21

e
AlZ2 09 INNVR Y
] |
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INIR

Function:

Format:

Description:

Dara Flow:

Block input with increment.

(ML} < (C); B+ B — 1: HL < HL + [; Repeat
untit B = 0

nonnooly
[x[o|;me|e|f‘ﬂlbytez:132

The peripheral device addressed by the C register
is read and the resull is loaded nto the memory
location addressed by the HL register pair. The B
register is decremented and the HL register pair 1s
incremented. If B is not zero, the program counter
15 decremented by 2 and the mstruction is re-
executed,

Tinung:

Addressing Mode:

Flags:

280

lm-
_'
17:;

7/
o~

B = 0: 4 M cycles; 16 T states; 8 used @ 2 MHz.
B #0:5M eycles; 21 T states; 10,5 usec @ 2 MHz.

External,




Example:

TN~
D
82

/’—\\__.4
OBJECT CODE

THE Z80 INSTRUCTION SET

INIR

Before: After:

g7 R & R
H| 9145 W WS

21 ]PORT ’W PORT
LY 55
e
S1A5 BF
Q1A 30
F1A7 o
/\M
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JP cc,pg Jump on condition to location pq.
Function: if cc true: PC < pg
Format: —
nE==nnoky
| SN S I Y N I byte 2: address,
3 1 ? : 1 1 fow order
l T T } byte 3: address,
P T B S T R high order
Description: If the specified condition 15 true, the two-byte ad-

dress immediately following the opcode will be
lpaded 1nto the program counter with the first byte
following the opcode being loaded into the low
order of the PC. If the condition is not met, the
address is ignored. cc may be any one of:

NZ — 000 no zero
Z — 001 ZEero
NC -~ 010 no carry
C - 011 carry
PO - 100 parity odd
PE — 104 parity even
P~ 110 plus
M - 111 MInus
Data Flow: {}
A . T——
CONTROL
8 o 10GIC P CC
b O T _ q
H L T C P
e

PC
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Tintng:

Addressing Mode:

Byte Codes:

Flags:

Example:

T~

DA
2
38

b~
GBJECT CODE

THE Z80 INSTRUCTION SET

3 M cycles; 10 T states: 3 usec @ 2 MHaz

fmmediate.

NZ Z NC C PO PE P M
ICQ[CAID?|DA1€2|€A|F2!FA|

5 Z H PPY N C
LT P LT T ] moefrect
JP C, 3B24
Before: After:
(s MR
el 0032 |

283



PROGRAMMING THE Z80

JP pq Jump to location pq.
Function: PC — pg
Format: t,l,!0¥o|o|eli‘|[ byte : C3 |45
T 7 T T byte 2: address,
T o 37 low order
LS ‘13 T T I by{{? 3: address,
{ 1 H i t i i 2 h!gh order
Description: The contents of the memory location immediately

following the opcode are loaded into the low order
half of the program counter and the contents of
the second memory location immediately follow-
ing the opcode are loaded into the high order of
the program counter. The next instruction will be
fetched from this new address.

Data Flow: A T
<) C P
D E q
M L P

Tinung: 3 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Immediate,

Flags: 5 7 M PV N C
’ [T T T 1T T Joettern
Example: JP 3025
Before: After:
T P | 5520 |
3 -
OBJECT CODE

284



THE Z80 INSTRUCTION SET

JP (HL) Jump to HL.

Function: BC — HL

Formai: |
F!lll|0|ilﬂl0!l! E9

Descripiion: The contents of the HL register pair are loaded in-

o the program counter. The next insiruction is
fetched from this new address.

Duata Flow:

<
E
L

I o w >

el

Timng, I M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Muode:  1mplicit,

(TTTT T T toeten.
Example: JP (HL)

Before: After:
~— W[ e w[en
& ec 8001 S

OBJECT CODE
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PROGRAMMING THE Z80

Jp (IX)

Function:

Format!

Description.

Data Flow:

Tinung:

Jump to IX.

PC < IX

[Tl L Lol bweriop
Irio]ulo]@ltf byte 2: E9

The contents of the 1X register are loaded nto the
program counter. The next instruction is fetched
from this new address.

T O w P
(g

x [ | ]
Y

87

2 M cycles; 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:

Example:

T

oD
EG

]
OBJECT CODE

286

5 Z H PPV N C
F | l ‘ ( l l | I (no effect).
JP (X}
Before: After:
i { BoF 1 box] 8071 ]

FC | 3B4A | e 7




JP (aY)

Function:

Formai:

Description,

Daia Flow:

Tinnng:

Addressing Mode:

Flags:

Example:

T

FD
£9

v
GBJECT CODE

THE Z80 INSTRUCTION SET

Jump o 1Y
PC - 1Y

(LT TTTT omerro
{1{:‘1{011{0{0\& byte 2: E9

The contents of the 1Y register are moved 1nto the
program counier. The next mstruction will be fet-
ched from this new address.

2 M cycles; 8 T states; 4 usec @ 2 MHz

implicit.
s Z H P/Y N C
{ I l l ] ‘ | || noeftect.
JP Yy
Before: Afler:
| AAaB |y AALD |
el £410 | s
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PROGRAMMING THE 280

JR ce,e

Function:

Format.;

Description:

Daia Flow!

Jump e relative on condition.

if ce true, PC+ PC + ¢

oo

% i ] T efz [ i

[

ololalbytei

‘o

N T i }byie2: offset value

If the specified condition is met, the given offsel
value is added to the program counter using two’s
complement arithmetic so as to enable both for-
ward and backward jumps. The offset value is
added to the value of PC + 2 (after the jump). As
a result, the effective offset is -126 to + 129 bytes.
The assembier automatically subtracts 2 from the
source offset value to generate the hex code. If the
condition is not met, the offset vake is ignored
and instruction execution continues in sequence,
¢c may any one of:

A

8
o
H

NZ — (00 NC - 10
Z - 01 C - 11
F e
C JR
E A'-U e-2
L ]

CONTROL 1 |
< B

Tinung:

238

Hsec

M cycles: | Tstates: | @ 2 MHz:

condition

met: 3 12 6
condition

not met; 2 7 3.5




THE Z80 INSTRUCTION SET

Addressing Mode: Relative.

Byte Codes: ce: NZ 2 NC C

(o[ []

Flags: 5 Z H PV N C

L P L[] | [ ] (no effect).
Example: JR NC, § -3 $ = current PC

Before: After:

o Jr [ oo ¢
T oC 8000 | U
5

]
OBJECT CODE
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PROGRAMMING THE 280

JRe Jump e relative.

Function: PC<PC +e

Format: I””ﬂ"'l”“i”tbytel:lg
AL UL byte 2: offset value
l 1 L 1 1 1 ] | }

Description: The given offset value is added to the program

counter using two’s complement arithmetic so asto
enable both forward and backward jumps. The off-
set value is added to the value of PC + 2 (after the
jump). As a result, the effective offset is -126 to
+ 129 bytes. The assembler automatically subtracts
2 from the source offset value to generate the hex

code.
Data Flow.
A T~
5 IR
D £ ALU &2
H L | + ——
Timing: 3 M cycles; 12 T states: 6 usec @ 2 MHz

Addressing Mode: Relative.

F[ags; s Z H PV N €

I l ‘ l l | ‘ | I(ﬂoeffect)

Example: JR D4
Before: After:
T PC | B100 |
;g (This is a backwards jump.)
]
OBJECT CODE
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LD dd, (nn)

Funcrion:

Format:

Description;

Data Flow:

THE Z80 INSTRUCTION SET

Load register pair dd from memory locations ad-
dressed by nn.

ddjgw * (nn); ddhlgh ~—{nan +1j)

[T Lo LT To L] byee : B

'
b

oL el ol by

1 [ S B B R E byie 3: address,
L f low order

1 | 4 H

[T T T 1byte4:address.
SN SRS E S SN high order

The contents of the memory location addressed by
the memory locations immediately following the
opcode are loaded into the low order of the
specified register pair. The contents of the
memory location immediately following the one
previously loaded are then loaded into the
high order of the register pair. The low order byte
of the nn address immediately follows the opcode.
dd may be any one of;:

BC — 00 HL - 10
DE - 01 SP - 11
/\/
_®
A I
8 n ]
2 3 n
H L /\/
s} f |
a_._—ﬁv—_{g__, N
ﬁ vy
,-\_/
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PROGRAMMING THE 780

Timing: 6 M cycles; 20 T states; 10 usec @ 2 MHz
Addressing Mode: Direct.

Byte Codes: dd: BC DE HL SP

o [#] ][

Flags.' 5 Z H Py NC

r] | l [ [ l [4] (no effect)

Example: LD DE, (5021

Before: After:

| DBE2 ¥ oA

ED 5021 F4 5021 F4

58 5022 30 5022 s}

21

= N TN
ORJECT COBE
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LD dd, nn

Function:

Format:

Description:

Data Flow:

Tinung:

Addressing Mode:

Byte Codes:

Flags:

THE Z80 INSTRUCTION SET

Load register pair dd with immediate data nn.

dd = nn

[eTele s Tolo [ ] owee

T 1T 171 byte 2: immediate

ey

[ [
IR T O A A A ! data, low order

L O A Ibyte3: immediate
AN T R S data, high order

The contents of the two memory locations im-
mediately following the opcode are loaded into the
specified register pair, The lower order byte of the
data occurs immediately after the opcode. dd may
be any one of:

BC - 00 HL - 10
DE — 0! SP — I
A /\/
B el A
D E zr*”“_““_.ﬁ_w_,
" L o
ol SN

3 M cycles; 10 T states; 5 usec @ 2 MHz

Immediate.

dd: BC DE Ml SP

ls |z] iHl fW|N|C] {no effect)
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PROGRAMMING THE 280

Example: LD DE, 4131

Before: After:

TN o] 0394 =L

11
3t
41

OBJECT CODE
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LDr,n

Function:

Format:

Description:

Data Flow:

Tinung:

Addressing Mode:

Byte Codes:

Flags:

THE Z80 INSTRUCTION SET

Load register r with immediate data n.

r+n

Lelof===] [ To]byte

| —————n ————|byte 2: immediate data

1 ! I} A 1

The contents of the memory location immediately
following the opcode location are loaded into the
specified register. r may be any one of:

A — 111 E — 011

B — 000 H - 100

C - 001 L — 101

D - 010

/’\___

A
8 c Lo
D e<~— id
H t /‘\__,

2 M cycles; 7 T states; 3.5 usec @ 2 MHz

Immediate.

fTA 8 C D E M L
Iseloo|oe|w|ze|2a|zsl

$ Z H PV N C

| l I l ! | I I l {no effect).
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Example: LD C,3B
Before: After:

(T o | <FE

;3
38

/—‘-'-..,_‘_“_"_/
OBJECT CODE
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LDr, ¢

Function:

Format:

Description:

Data Fiow:

Timing:

Addressing Mode:

Byte Codes:

Flags:

THE Z80 INSTRUCTION SET

Load register r from register r’.

The contents of the specified source register are
loaded into the specified destination register. r and
r’ may be any one of;

A — 111 E - 0l1
B - 000 H - 100
C - 001 L - 101
D - 010

A

B C JR—

D £

H L

R

t

I M cycle; 4 T states; 2 usec @ 2 MHz

Implicit.

A B C D E H L (source}

75
47
4F
57
SF
67
6F

78179
40 | 41
48 | 49
5615
58159
o0 61
68 | 6%

7A
42
44
52
BA
62
1%

78
43
48
53
58
&3
4B

70
44
4C
54
5C
&4
[zl

70
45
4D
55
50
65
6D

S Z H P’V N C

HENEEEEE

{no effect).
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PROGRAMMING THE Z80

Example: LD H,A
Before: After:
[T Al BC | Al s |
&7
w o ] T
e
OBJECT CQDE
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THE Z80 INSTRUCTION SET

LD (BO.A Load indirectly addressed memory location (BO)
from the accumulator.

Function: (BOY+< A
Format: — l
50;0__010%0;0[1 }cl 02
Description: The contents of the accumulator are loaded into

the memory location addressed by the conients of
the BC register pair.,

Data Flow:
A
B C
0 ] ]
H L o
DATA
Tinung: 2 M cycles; 7 T states; 3.5 usec @ 2 MHz
Addressing Mode: Indirect.
F[ﬂg&" s Z H PAVN
LI LI ] ] toeffecn.
Exampie: LD (BC), A
Before: After:
A aF | 3F
B 4109 c s 4109 C
/\/ /\\/
0z 4109 1E

OBJECT CODE
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PROGRAMMING THE Z80

LD (DE). A

Function:

Format:

Description:

Data Flow:

Timing:

Addressing Mode:

Flags:

Example:

OCBJECT COCE

300

A

D

0392

T O w P>

Load indirectly addressed memory location (DE)
from the accumulator.

(DE) — A
[ofefoftfofofe]o]i2

The contents of the accumulator are loaded into
the memory location addressed by the conients of
the DE register pair.

. o
L=

2 M cycles; 7 T states; 3.5 usec @ 2 MHz

Indirect.

s Z 2] FAY N C
L LU LT T 1 (noeffet
LD (DE), A
Before; After:
N

0392 Ie D] 0392 E

0392

N
—~_




THE Z80 INSTRUCTION SET

ILDHL), n Load immediate data n into the indirectly ad-
dressed memory location (HL}.

Function: (HLj} +n

Format:

LololTiTo] Te [o] bvie 1:36

l" DT TP byte 20 immediate
FIRROONN PO T N DO N | data
Description. The contents of the memory location immediately

following the opcode are loaded into the memory
location indirectly addressed by the HL data

pointer
/—\\\-__.
Data Flow: N 5
a mn
)
H
Timing: 3 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Immediate/indirect.

Flags: s Z H PV N C
I i | 1 | I | ] ) {no effect).

n



PROGRAMMING THE Z80

Example; LD (HL), 5A

Before: After:

H A342 I 4| A342
T~ T~

26 A342 D) N2l R
5A ] ]
/‘\\__,
OBJECT CODE

302



LD #HL),r

Function;

Format:

Description:

Dara Flow:

Timing:

Addressing Mode:

Byte Codes:

THE 280 INSTRUCTION SET

Load indirectly addressed memory location (HL)
from register r.

{HL) <~

Lol fe ] fol—rae

The contents of the specified register are loaded
into the memory location addressed by the HL
register pair. r may be any one of:

A — 111 E - 0il
B — 000 H - 100
C - 001 L — 101
D - 010

A

B C

D E DATA

H [ g

2 M cycles; 7 T states; 3.5 usec @ 2 MHz
Indirect.

A B C D E H L
|77l70]71!72*?3iu|75|
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Flags: 5 7 H PV N C

l | | l l | l ! | {no effect).
Example; LD (HL), B

Before: After:

H| csot L H] 501
T
70 50! oA 501
T —

CBIECT CODE

304



THE Z80 INSTRUCTION SET

LDr, (IX + d) Load register r indirect from indexed memory
location {IX + d)

Function. r— (X + d}
Format:
(Tl el] owetiop
|o| | !..M_'_;m_._i ; [i ie] byte 2
| S AL l byte 3: offset value
i i 1 1 3 i 1
Description: The contents of the memory focation addressed by

the IX index register plus the given offset value,
are loaded into the specified register. r may be any

one of:
A - 11] E - 011
B — 000 H - 100
C - 001 L — 101
D - 010
DATA
Data Flow: . _ /\__“_}
8 < 2 T —
D E o\
H L } LD
iX ; d
/'\_‘_-’
Timing. 5 M cycles; 19 T states; 9.5 usec @ 2 MHz
Addressing Mode: Indexed.
Byre Codes: rm A B C D E H L

SD:|7E‘4614El£6¥5E1661¢El“d
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PROGRAMMING THE Z80

F!ags.' 5 Z H PV N C
I [ ‘ | [ l | l J {no effect).
Example: LD E, (X + 5
Before: After:
E A E
XL 3020 | x| 3020 |
T T~ T~
oD 3020 2A 3020 24
5€
05
| 2025 15 3025 15
OBJECT CODE ] T —
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LDr, (Y + d)

THE Z80 INSTRUCTION SET

Load register r indirect from indexed memory
location (IY + d)

Function: r+—{IY + d)
Format:
II!IIIIIIfI*IOI'lbyzei:FD '
!Olii I : I*l'lol byte 2
l ; : c% : : : ‘ byte 3: offset value
Description: The contents of the memory location addressed by
the 1Y index register plus the given offset value,
are loaded into the specified register. r may be any
one of:
A - 111 E - 011
B - 000 H - 100
C - 001 L - 101
D - 010
N~
DATA
Dara Flow:
ara ow A /\—_‘._‘
B c N~
] E
H L + ]
5y ! d
T — ]
Tirung. 5 M cycles, 19 T states; 9.5 usec @ 2 MHz

Addressing Mode:

Indexed.
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Byte Codes:

Flags:

Example:

T

FD

7€

02

]

OBJECT CODE

308

r

A B C D E H i

FD-| 7E|«56145156[5b|66‘615|-d

5 Z

H PV NC

I ] 1 I | | | l ](noeffect).

LD A (Y + 2)

Before: After:
A N 51 R
] 5005 | BOOS
/\_ /_\_w_
BOOS 81 BOOS 61
8007 Fo BOG7 29
e~ T




LDUX + d),n

Funcrion:

Format:

Description:

Data Flow:

Tinung:

Addressing Mode:

Flags:

THE Z80 INSTRUCTION SET

Load indexed addressed memory location (IX +
d} with immediate data n.

(X + dy+n

||||]Gl|l|l||0!||byteE:DD

[ofof t[rfeji]iTolbyre236

l i : : f:i — ,Ebyteiizoffsetvaiue

l LA A L A |byte 4: immediate
[}

data

The contents of the memory location immediately
following the offset are transferred into the
memory location addressed by the contents of the
index register plus the given offset value.

A DATA
B C g .
] E
H L T~
x| 10
d
n
b T —

5 M cycles: 19 T states: 9.5 usec @ 2 MHz

Indexed/immediate.

5 2 M PV N C

I | ‘ l I I | | ] {no effect).
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PROGRAMMING THE Z80

Example:

i

DD
36

04

FF

b~
OBJECT CODE

310

LD (IX + 4), FF

Before: After:

x[ eI 1 x| B109

B109 60 B109 60

B10D 4E BIOD
T — |




THE Z80 INSTRUCTION SET

LD (Y + d),n  Load indexed addressed memory location (IY +
d) with immediate data n.

Function: (1Y + d) < n
Format:
||[1J1|111!1 1o|1J byte 1: FD
[o|o|wl1 IOIIIII(Ll byte 2: 36
I-—: : : c:i ll { 141 byte 3: offset value
FE] e
Description: The contents of the memory location immediately

following the offset are transferred into the me-
mory location addressed by the contents of the
index register plus the given offset value.

Data Flow:

“ 1 e D

B ; J =

H| ik d

[ ]
70
e )

Timing: 5 M cycles; 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indexed/immediate.

Flags: s Z H PAY N C
[TTTT T 1 1] tnoeffect).

i



PROGRAMMING THE Z80

Example:

N

FD
36
03
BA,

/\/

GCBJECT COBLE

312

LD (Y + 3), BA

Before: After:

i 0100 ] o100

0100 D2 0100 D2
73 62
OF GF

0103 [ 0103 %



LD (X + d)r

THE Z80 INSTRUCTION SET

Load indexed addressed memory location (IX +
d) from register r.

Function: (IX + d)=r
Format:
] ;l ||oi !lil llelll byte 1:DD
Lofol [ fol——rr] byte2
I i i :d : : ] I | byte 3: offset value
Description: The contents of specified register are foaded into
the memory location addressed by the contents of
the index register plus the given offset value, r may
be any one of:
A — 111 E - 011
B — 000 H - 100
C - 001 L - 101
D - 010
Data Fi 7
ata Flow:
we e
: c| —~
D E !
H i ) LD
x } d
/_\__'/
Timing: 5 M cycles; 19 T states; 9.5 usec @ 2 MHz
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PROGRAMMING THE Z80

Addressing Mode: Indexed.

Byte Codes: rr A 8 ¢ D E H L
DD-!??’?O!?]’72]73‘7475!—6

Flags: 5 2 H PV N €
| l I | ‘ 1 ‘ | | (no effect).
Example: LD (IX + 1},C
Before: After:
[ Jc & Jc
X 4462 | x| aaes ;
/\__ /\__‘_‘
oo 4462 9D
71 4463 DF
o |
/_"\__"
OBJECT CODE
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EDAY + d), r

Function:

Formar:

Descriprion:

Data Flow:

Tinung:

Addressing Mode:

Byte Codes:

roww >

L

THE Z80 INSTRUCTION SET

L.oad indexed addressed memory location (1Y +
d) from register r.

(IY + dy«<r

byte 1: FD

i |
0 l*—‘““'l byte 2
: |

byte 3: offset value

The contents of the specified register are loaded
into the memory location addressed by the con-
tents of the index register plus the given offset
value. r may be any one of:

A — 111 E - 011
B -~ 000 H - 100
C - 001 L - 101
D — 010

S

Y
o~

~ om0

5 M cycles; 19 T states; 9.5 usec @ 2 MHz
Indexed.

A B C D E #H L

F[J-l?? ]7{)17] ]72 l?B ]713 l?ﬁl-d
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Flags:

Example:

/\~w

FD

77

03

/-‘\‘-'-'——d
OBJECT CODE

316

5 2 H Py N €
[ l i { ] | i | ’{noeffect).

LD (Y + 3), A

Before: After:
A A
1 SABA 1 Y
SABa . saga| 2

5AB7 5A 5 AB?W
b



THE Z80 INSTRUCTION SET

LD A, (nn) Load accumulator from the memory location
(nn).
Function: A < (nn}
Format:
Lofof it ifel Jo] bytet:3a
! L L N | byte 2: address, low
i i . 1 : ] | order byte
| AN T A L A ‘j byte 3: address, high
bttt order byte
Description. The contents of the memory [ocation addressed by

the contents of the 2 memory locations immediate-
ly following the opcode are loaded into the ac-
cumulator. The [ow byte of the address occurs im-
mediately after the opcode.

Data Flow: N
"N S —— DATA
8 d -
) E ~
H L
/x
o
n
n
f\-/
Timing: 4 M cycles; 13 T states: 6.5 usec @ 2 MHz

Addressing Mode: Direct.
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PROGRAMMING THE Z80

Flags:

Example:

TN

3IA

01

33

TN

OBJECT CODE

318

3 z H PV N C
[ I I I 1 ! | I ! {no effect).
LD A, (3301
Before: After:

A{ oA [ A iZf/%ZB%///

3301 i 330% 28



LD (nn), A

Function:

Format:

Deseription:

Data Flow:

Tinng:

Addressing Mode:

I O %

THE Z80 INSTRUCTION SET

Load directly addressed memory location (nn)
from accumulator.

{nn) < A

{oloi alflu‘oltiotby{ei:ﬂ

l N A A N B l byte 2: address, low
I R S W T order

l i ; ; ;: : : : ] t(:);:éc;f: address, high

The contents of the accumulator are {oaded into
the memory location addressed by the contents of
the memory locations immediately following the
opcode. The low byte of the address immediately